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About This Guide

This ZENworks Preboot Services and Imaging Reference includes information to help you successfully
use Preboot Services and Imaging in a ZENworks system.

The information in this guide is organized as follows:

¢ Chapter 1, “Overview,” on page 13
+ Chapter 2, “Setting Up Preboot Services and Imaging,” on page 45
¢ Chapter 3, “Using Imaging,” on page 101

+ Chapter 4, “Imaging Operations in a ZENworks Asset Management Agent and ZENworks
Desktop Management Agent Coexistence Environment,” on page 197

¢ Chapter 5, “Mac Imaging,” on page 201

+ Chapter 6, “Preboot Actions,” on page 213

+ Appendix A, “File Sets and Image Numbers,” on page 229

+ Appendix B, “Replicating the TFTP Directory,” on page 231

+ Appendix C, “Third-Party Imaging,” on page 241

+ Appendix D, “Imaging Utilities and Components,” on page 259

+ Appendix E, “ZENworks Imaging Engine Commands,” on page 307

+ Appendix F, “Updating ZENworks Imaging Resource Files,” on page 343
+ Appendix G, “Dell DTK,” on page 359

+ Appendix H, “Supported Ethernet Cards,” on page 363

+ Appendix |, “Accessing IP Addresses for Devices Running Dual NICs,” on page 365

+ Appendix J, “Troubleshooting Preboot Services and Imaging,” on page 367

Audience

This guide is intended for ZENworks administrators.

Feedback

We want to hear your comments and suggestions about this manual and the other documentation
included with this product. Please use the User Comments feature at the bottom of each page of the
online documentation.

Additional Documentation

ZENworks is supported by other documentation (in both PDF and HTML formats) that you can use to
learn about and implement the product. For additional documentation, see the
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1.1

Overview

In ZENworks, Preboot Services provides functionality that allows you to perform automatic imaging
tasks on managed devices (Windows/ Linux Primary Servers and workstations) before their
operating systems boot. You can also perform manual imaging operations on these devices, as well
as any other device with the supported file system, such as legacy Windows workstations.

The following sections provide an overview of Preboot Services:

¢ Section 1.1, “Support Matrix for ZENworks Imaging,” on page 13

+ Section 1.2, “Brief Overview,” on page 14

+ Section 1.3, “What Is the Preboot Execution Environment (PXE)?,” on page 19
+ Section 1.4, “Preboot Services Functionality,” on page 21

+ Section 1.5, “The Preboot Services Processes,” on page 30

+ Section 1.6, “Preboot Strategies,” on page 39

Support Matrix for ZENworks Imaging

The following table shows the items that are supported for ZENworks imaging.

Item Type Items supported for ZENworks

Fixed disk types + Basic disks
* Solid State drives

+ Advanced Format drives

Fixed disk controller types + IDE
* SATA
Firmware interface + BIOS is supported on 32-bit and 64-bit
platforms.

+ UEFI 2.3.0 and above is supported on 32-bit and
64-bit platforms.

32-bit UEFI device Imaging is supported only
through Third-Party Imaging.

NOTE: Imaging operations for Linux are not
supported on the UEFI firmware.

Disk partition type + MBR (Master Boot Record based partitioning for
systems using the BIOS firmware)

* GPT (GUID Partition Table)

Overview 13
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Item Type Items supported for ZENworks

File Systems ¢ NTFS
* NTFS Extended
* FAT32X
* FAT32
* FAT12
* FAT6
+ EXT4

NOTE: The EXT4 Write support is experimental
in ZENworks Imaging due to the limitations of
the SLES 11 SP2 software distribution. For more
information, see ZENworks 2020
documentation.

* EXT3
* EXT2
+ Reiser FS
Volumes ¢ LVM Physical volumes
Encryption type + FDE (Novell Full Disk Encryption)
Boot scenarios + Single Boot Only (Windows OS or Linux OS)
Hardware architectures * x86
+ x86_64

NOTE: Micro Focus offers only experimental support for Imaging devices on virtual machines. Micro
Focus may not respond personally to all support requests regarding Imaging devices on virtual
machines.

*

1.2 Brief Overview

The following provides a brief overview of Preboot Services:

+ Section 1.2.1, “Preboot Services Functionality,” on page 15

*

Section 1.2.2, “Preboot Services Strategies,” on page 16

*

Section 1.2.3, “Preboot Bundles,” on page 16

*

Section 1.2.4, “Configuring Preboot Services,” on page 17

*

Section 1.2.5, “Setting Up Devices to Use Preboot Bundles,” on page 18

Overview
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1.2.1 Preboot Services Functionality

Preboot Services allows you to automatically or do any of the following to a Windows or Linux device
when it boots:

+ Make an image of the device’s hard drives and other storage devices

+ Restore an image to the device

+ Apply an existing image to multiple devices

+ Run Imaging scripts on the device

¢ Run AutoYaST and kickstart installations

+ Configure Dell devices

+ MDT Deployment
To accomplish these tasks automatically by using ZENworks Control Center, you simply need to have
PXE (Preboot Execution Environment) enabled on your devices, then have Preboot bundles

configured and assigned to the devices. The devices automatically execute these bundles when they
boot.

Preboot Services utilizes the following to make its imaging functions possible:

+ PXE (Preboot Execution Environment): An Intel specification that allows a device to boot from
the network, instead of its hard drive or other local media. ZENworks can use PXE to launch
Preboot Services.

+ Preboot Services Bootable CD or DVD: Used where PXE is not installed or where you want to
perform a Preboot Services operation. This is applicable only for ZENworks Imaging.

+ ZENworks Partition: Enables you to set up a device for unattended imaging operations where
the device is not PXE-enabled or does not have access to PXE network services. This is
applicable only for ZENworks Imaging.

+ USB Boot: You can perform Imaging operations by creating a bootable USB drive to boot
systems with BIOS and UEFI firmware.

For more information on these methods, see Chapter 3, “Using Imaging,” on page 101.

NOTE: Due to the dockerization of imaging services in ZENworks 2020 Update 3, the following
imaging services, log files, and configuration file names are changed:

Only in Linux Primary Servers, services are referred to as below:

+ microfocus-pbserv

+ mi crof ocus- proxydhcp

e mcrofocus-tftp

+ microf ocus-zngpr eboot pol i cy

Other servers, such as Windows Primary, Windows Satellites, and Linux Satellites, the services are
referred to as below:

+ novel | - pbserv

+ novel | - proxydhcp

Overview 15
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*

*

novel | -tftp
novel | - zngpr eboot pol i cy

m cr of ocus and novel | can be used interchangeably for all imaging services, log files, and
configuration files.

1.2.2 Preboot Services Strategies

Following are some of the uses of Preboot Services:

*

*

*

*

Create and Restore Standard Images: Create base images from existing devices, as well as
restore images to any manageable device.

Set Up Devices for Future Reimaging: Set up devices so that the next time they reboot, they do
the imaging work that is contained in their assigned Preboot bundle.

Multicast Device Images: Apply an image of one device to many other devices. This is an
excellent feature for initially setting up a lab.

Restore Devices to a Clean State: Quickly and efficiently reset devices to an initial state, such as
in a lab.

Automate Linux installations: Automate kickstart or AutoYaST installations.
MDT Deployment: Automate Windows desktop and server deployment.

Configure Dell devices. Configure basic boot settings on Dell devices.

For more information on these strategies, see Section 1.6, “Preboot Strategies,” on page 39.

1.2.3 Preboot Bundles

In ZENworks Control Center, Preboot Services tasks are contained in Preboot bundles. The following
Preboot bundle types are available:

*

Overview

Empty Bundle: A bundle with no initial tasks. You can quickly create this bundle without
performing all of tasks in the Create New Bundle wizard. Later, you can edit its details to add
assignments, actions, and so forth.

AutoYaST Bundle: A bundle that contains the location and access protocol of an AutoYaST
configuration file and network installation directory for SUSE Linux. This bundle allows you to
launch an automated installation of SUSE Linux using Preboot Services. This is only available for
Linux devices that are PXE-enabled. AutoYaST bundles cannot be run using a boot CD, a
ZENworks partition, or a bootable USB.

DellDTK Configuration: A bundle that contains the location of files and scripts for configuring
Dell servers. This bundle allows you to use Preboot Services to configure the BIOS, BMC, RAID,
and DRAC for settings and to create a new Dell Utility partition. You can also identify another
Preboot bundle to be run immediately after these configurations have completed. This is only
available for Linux devices that are PXE-enabled. Dell Configuration bundles cannot be run using
a boot CD, a ZENworks partition, or a bootable USB.

Linux Imaging Script Bundle: A bundle that contains a custom ZENworks script that is executed
on preboot-enabled Linux devices. This allows detailed control over ZENworks imaging
operations, as well as most Windows-based and Linux-based preboot tasks.
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Kickstart: A bundle that contains the location and access protocol of a KickStart configuration
file for Red Hat Linux. This bundle allows you to launch an automated installation of Red Hat
Linux using Preboot Services. This is only available for Linux devices that are PXE-enabled.
Kickstart bundles cannot be run using a boot CD, a ZENworks partition, or a bootable USB.

MDT Deployment: A bundle which supports the deployment of the Windows operating system
using Microsoft Deployment Toolkit (MDT). This bundle enables you to upload and replicate the
MDT WIM files to the required Primary and Imaging Satellite servers.

Multicast Image Set Bundle: Specifies an image that can be sent through the multicast
protocol. This bundle allows you to send an image to a large number of devices in a single
operation, which minimizes network traffic. It is ideal for labs, classrooms, and staging areas.
This is applicable only for ZENworks Imaging.

Third-Party Image Bundle: The third-party image bundle can be used to place an image on a
device that are taken using ImageX or Ghost third-party imaging tools.

WinPE Imaging Script Bundle: A bundle that contains custom third-party scripts that are
executed in the WinPE environment on preboot-enabled devices. The WinPE Imaging Script
bundle can also automate execution of WinPE Imaging Script on a managed device, including
imaging commands.

ZENworks Image Bundle: Lists one or more ZENworks images (base plus add-ons) that can be
restored on a device. This bundle allows you to define simple imaging operations.

To create one of these bundles: in ZENworks Control Center, click Bundles in the left pane, in the
Bundles panel click New > Bundle > Preboot Bundle > Next, then select a bundle type.

For more information on these bundles, see Section 1.4.1, “Preboot Bundles,” on page 22.

Configuring Preboot Services

In ZENworks Control Center, you can set up default Preboot Services configurations for all of your
devices. Some settings can be overridden at the device, group, and folder levels.

You can configure the following settings per ZENworks Management Zone:

*

Novell Preboot Services Menu Options: The menu contains five options: 1) Start ZENworks
Imaging (automatically executes the bundle); 2) Start ZENworks Imaging Maintenance (accesses
the imaging maintenance mode prompt); 3) Disable ZENworks Partition; 4) Enable ZENworks
Partition; and, 5) Exit (resumes booting). You can configure whether the menu is displayed upon
booting, not displayed, or displayed only when Ctrl+Alt is pressed during booting.

Non-Registered Device Settings: You can use Preboot Services to automatically name your non-
registered devices, using such criteria as prefixes, BIOS information (such as asset tags or serial
numbers), DNS suffixes, and you can set up DHCP or IP addresses.

Device Imaging Work Assignment: Work assignment rules are used to determine which bundle
should be applied to which device. The work rules use logic to determine whether a device
meets the requirements for applying the Preboot bundle. A rule is made up of filters that are
used to determine whether a device complies with the rule. The AND and OR logical operators
are used for creating complex filters for the rule.

Server Referral List: When a device boots, it is necessary for it to find its home Management
Zone to get its assigned imaging work. If multiple Management Zones exist on the network,
server referral lists provide a method for allowing a managed device to find its home zone.
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+ Intel Active Management Technology (AMT): Intel AMT provides Preboot Services with
persistent device identification.

+ Third-Party Imaging Settings: You can upload WinPE (Windows Preboot Environment) and
third-party Imaging tools such as Microsoft Imaging engine (imagex.exe) and Symantec Ghost
(ghost 32. exe). Before configuring the third-party Imaging settings, ensure that Microsoft
Windows Automated Installation Kit (WAIK) or Windows Assessment and Deployment Kit
(WADK) is installed on the device running the ZENworks Control Center.

When you are upgrading to a newer version of ZENworks, make sure that you re-upload the
WinPE distribution (WM npe. wi m) under Third-Party Imaging Settings in ZCC, to see the latest
zenwor kt odo application in the WinPE environment.

+ TFTP Replication Settings: You can replicate the changes made to the t f t p directory on other
Imaging servers (Primary Servers or Satellites with the Imaging role). The t f t p directory
contains files such as configuration files and binaries used by ZENworks to perform imaging
tasks. The directory is located on the Imaging server in/ srv/ on Linux and in
YZENWORKS HOVE% shar e\ on Windows.

+ Third Party NTFS Driver Settings: You can download the latest high performance NTFS driver
and save it on your system.You can view content replication status across all Primary and
Satellite Servers with the Imaging role in the management zone. You can start the Imaging
operation when the status is Available. When you are updating to the latest version of
ZENworks or imaging driver update, and upload the new Tuxera driver.

To configure these settings, click Configuration in the left pane to display the Configuration tab. If it’s
not expanded, click Management Zone Settings, then click Device Management > Preboot Services to
display the Preboot Services page.

For more information, see Section 1.4, “Preboot Services Functionality,” on page 21.

Setting Up Devices to Use Preboot Bundles

In order for a device to automatically use an assigned Preboot bundle, you must complete two tasks:

+ “Setting Up the Device to Apply the Bundle” on page 18

+ “Assigning a Bundle” on page 18

Setting Up the Device to Apply the Bundle

Preboot Services utilizes PXE and other boot mechanisms and media to trigger the imaging work. For
information, see Section 2.3, “Setting Up the Preboot Services Methods for ZENworks Imaging,” on
page 50.

Assigning a Bundle

The following paths represent many of the methods for assigning bundles to devices, or devices to
bundles:

+ Click Devices > Servers > select the check boxes next to one or more servers, then click Action >
Assign Bundle.

You can assign bundles to all selected servers.

Overview
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+ Click Devices > Workstations > select the check boxes next to one or more workstations, then
click Action > Assign Bundle.

You can assign bundles to all selected workstations.

+ Click Devices > Servers > select a server, then click Advanced (in Imaging Work on the Summary
tab).

You can assign a specific bundle to the server.

+ Click Devices > Workstations > select a workstation, then click Advanced (in Imaging Work on the
Summary tab).

You can assign a specific bundle to the workstation.
+ Click Bundles > Servers > select the check box next to a server, then click Action > Assign Bundle.
You can assign multiple bundles to the server.

¢ Click Bundles > Workstations > select the check box next to a workstation, then click Action >
Assign Bundle.

You can assign multiple bundles to the workstation.

¢ Click Bundles > select the check boxes next to one or more bundle names, then click Action >
Assign Bundle to Device.

You can assign the selected bundles to the devices that you select in the wizard.

What Is the Preboot Execution Environment (PXE)?

The following sections provide information on using PXE in ZENworks:

¢ Section 1.3.1, “Understanding How Preboot Services Uses PXE,” on page 19
+ Section 1.3.2, “Understanding the ZENworks NBPs,” on page 20
+ Section 1.3.3, “Preparing to Use PXE,” on page 21

Understanding How Preboot Services Uses PXE

PXE uses DHCP (Dynamic Host Configuration Protocol) and TFTP (Trivial File Transfer Protocol) to
locate and load bootstrap programs from the network. The PXE environment is loaded from the BIOS
on the NIC.

Preboot Services uses PXE to discover if there is Preboot Services work specified for a device and to
provide the device with the files necessary to execute the assigned work.

Using Preboot Services, you can automatically place an image on a device, even if the device’s hard
disk is blank. You do not need to use a CD, DVD, ZENworks partition, or a bootable USB on the
device.

Overview 19
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Understanding the ZENworks NBPs

The Intel PXE specification defines mechanisms and protocols that allow PXE devices to use their
network interface cards (NICs) to find bootstrap programs located on network servers. In the PXE
specification, these programs are called Network Bootstrap Programs (NBPs).

NBPs are analogous to the bootstrap programs found in the Master Boot Records (MBRs) of other
boot media, such as hard drives, floppy disks, CDs, and DVDs. The purpose of a bootstrap program is
to find and load a bootable operating system. MBRs on traditional boot media accomplish this by
locating the necessary data on their respective media. NBPs accomplish this by using files found on
network servers, usually TFTP servers.

ZENworks Preboot Services uses separate NBPs working together:

+ “nvinbp.sys” on page 20

+ “pxelinux.0” on page 20

+ “mfnbpx64.efi or mfnbpia32.efi” on page 21
+ “grub.efi” on page 21

nvinbp.sys

This NBP has the following responsibilities:

+ Detect various SMBIOS parameters and local hardware
+ Read the ZENworks identity information from the hard drives

+ Communicate with novell-zmgprebootpolicy to determine if there is any preboot work
applicable to the device

+ Present and manage the Novell Preboot Services Menu

+ If necessary, launch pxel i nux. 0 to execute the assigned preboot work

pxelinux.0

The primary purpose of this NBP is to load the operating system that is required to execute the
assigned preboot work.

The pxel i nux. O file is a modified version of part of an open source project called syslinux.
Although pxel i nux. 0 is primarily a Linux loader, it is capable of loading other operating systems. It
operates by using configuration files located on a TFTP server to provide boot instructions. The
various pxel i nux. 0 configuration files used by ZENworks can be found on your Imaging Server in
the/ srv/tftpdirectory on Linux or the Y%ZENWORKS HOVE% shar e\ t f t p directory on Windows,
where%Z ENVWORKS HOVE%is the complete path of the ZENworks installation directory.

In ZENworks, when PXE devices are assigned preboot work, they are also told which pxel i nux. 0
configuration file they should use to execute that work. Similarly, when using the Novell Preboot
Services Menu, each menu option corresponds to a pxel i nux. 0 configuration file. For more
information, see Section 2.4.4, “Editing the Novell Preboot Services Menu,” on page 72.

For more information on pxel i nux. 0 and its configuration files, see the syslinux home page.

For a copy of the Novell modifications to the syslinux open source project, see Novell Forge.
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mfnbpx64.efi or mfnbpia32.efi

This NBP has the following responsibilities:

+ Detect various SMBIOS parameters and local hardware
+ Read the ZENworks identity information from the hard drives

+ Communicate with novell-zmgprebootpolicy to determine if there is any preboot work
applicable to the device

+ Present and manage the Novell Preboot Services Menu

+ If necessary, launch pxel i nux. 0 to execute the assigned preboot work

grub. efi

The primary purpose of this NBP is to load the operating system that is required to execute the
assigned preboot work.

The various gr ub. ef i configuration files used by ZENworks can be found on your Imaging Server in
the/srv/tftp/efi/x86_64 directory on Linux or the

YZENWORKS HOVE% shar e\t ft p\efi\x86_64 directory on Windows, where%Z ENVORKS _HOVE%
is the complete path of the ZENworks installation directory.

In ZENworks, when PXE devices are assigned preboot work, they are also told which gr ub. ef i
configuration file they should use to execute that work. Similarly, when using the Novell Preboot
Services Menu, each menu option corresponds to a gr ub. ef i configuration file. For more
information on editing the menu for UEFI, see Section 2.4.4, “Editing the Novell Preboot Services
Menu,” on page 72.

Preparing to Use PXE

Before you can use Preboot Services with PXE, you need to do the following:

1. Install ZENworks. For more information, see the ZENworks Server Installation.

2. Enable PXE on your ZENworks devices. For more information, see Section 2.7, “Enabling PXE on
Devices,” on page 96.

3. Have a standard DHCP server, either on your ZENworks Imaging Server or on another network
server where ZENworks is not installed. For more information, see “Configuring LAN
Environments for Preboot Services” on page 65.

Preboot Services Functionality

Review the following sections to understand Preboot Services functionality:

+ Section 1.4.1, “Preboot Bundles,” on page 22
+ Section 1.4.2, “Preboot Services Menu,” on page 25
+ Section 1.4.3, “Non-Registered Device Settings,” on page 26

+ Section 1.4.4, “Device Imaging Work Assignment,” on page 27
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+ Section 1.4.5, “Server Referral List,” on page 29

+ Section 1.4.6, “Intel Active Management Technology (AMT),” on page 30

Preboot Bundles

ZENworks uses Preboot bundles to apply Preboot Services work to devices. For example, Preboot
bundles can contain tasks, such as restoring an image, that are performed at the time a device boots.

In order for a device to utilize a Preboot bundle, the bundle must be assigned to the device, its
group, or its folder.

NOTE: . zny files are not replicated to any of the Primary or Secondary or Satellite Servers.

The available Preboot bundles are:

+ Empty Bundle

+ AutoYast Bundle

+ DellDTK Configuration

+ Linux Imaging Script Bundle
+ WinPE Imaging Script Bundle
¢ Kickstart Bundle

+ Multicast Image Set Bundle
+ Third-Party Image Bundle

+ ZENworks Image Bundle

+ MDT Deployment Bundle

Empty Bundle

This bundle contains no initial tasks. You can quickly create this bundle without performing all of
tasks in the Create New Bundle Wizard. Later, you can edit its details to add assignments, actions,
and so forth. For example, you could create an empty bundle, then in the bundle’s properties add
the Linked Application Bundle action as its only action.

AutoYaST Bundle

This bundle contains the location and access protocol of an AutoYaST configuration file and network
installation directory for SUSE Linux. This bundle allows you to launch an automated installation of
SUSE Linux using Preboot Services on PXE-enabled devices.

For more information, see Section 3.5, “Configuring the AutoYaST Bundle,” on page 143.
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DellDTK Configuration

This bundle contains the location of files and scripts for configuring Dell servers. This bundle allows
you to use Preboot Services to configure the BIOS, BMC, RAID, and DRAC for settings and to create a
new Dell Utility partition. You can also identify another Preboot bundle to be run immediately after
these configurations have completed.

For more information, see Section 3.7.2, “Configuring the DellIDTK Configuration Bundle,” on
page 155.

Linux Imaging Script Bundle

Allows you to write a custom Linux script that is executed on the assigned devices. This provides
detailed control over ZENworks imaging operations, as well as most Linux-based preboot tasks.

For more information, see Section 3.4, “Configuring Linux Imaging Script Bundles for ZENworks
Imaging,” on page 141.

WinPE Imaging Script Bundle

Allows you to write custom WinPE imaging scripts that is executed on the assigned devices. This
provides detailed control over ZENworks imaging operations, as well as most Windows-based
preboot tasks.

For more information, see Configuring WinPE Imaging Script Bundles in Appendix C, “Third-Party
Imaging,” on page 241.

Kickstart Bundle

This bundle contains the location and access protocol of a KickStart configuration file for Red Hat
Linux. This bundle allows you to launch an automated installation of Red Hat Linux using Preboot
Services on PXE-enabled devices.

For more information, see Section 3.6, “Configuring the Kickstart Bundle,” on page 147.

Multicast Image Set Bundle

Specifies an image that can be sent using the multicast protocol. This bundle allows you to send an
existing image to a large number of devices in a single operation. It is ideal for labs, classrooms, and
staging areas.

For more information, see Section 1.6.6, “Multicasting Device Images,” on page 42 and Section 3.3,
“Multicasting Images for ZENworks Imaging,” on page 130.

Benefits

You can image multiple devices with the least amount of overhead. Devices to be imaged can have a
variety of operating systems installed on them, or even no operating system installed.

Using the multicast capabilities of your network, you minimize network traffic by sending the image
file across the network once for all devices to be imaged, rather than individually per device.
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Limitations

Using the same image on multiple devices means they all have the same network identities.
However, you can install the ZENworks Configuration Management Imaging Agent on these devices
prior to performing the multicast, because this agent saves each device’s network identity settings
and restores them after the multicast image is applied.

Third-Party Image Bundle

Allows you to specify the third-party images to be restored on a device. ZENworks supports:.
+ Microsoft ImageX that uses the WIM image file format and WinPE as the distro.

Microsoft ImageX that uses the WIM image file format and WinPE as the distro. The distro is
available as WADK (Windows Assessment and Deployment Kit) or WAIK (Windows Automated
Installation Kit), which can be downloaded from Microsoft Download Center Web site (http://
www.microsoft.com/downloads/) or through Microsoft’s Business Desktop Deployment (BDD).

+ Symantec Ghost that uses the GHO image file format and WinPE as the distro
The ZENworks Third-Party Imaging supports only PXE as the boot mechanism.

For more information, see Section 3.1.1, “Using ZENworks Control Center for Imaging,” on page 103.

ZENworks Image Bundle

Lists one or more ZENworks images that can be restored on a computer. This bundle allows you to
quickly define simple image restoration operations.

For more information, see Section 3.1.1, “Using ZENworks Control Center for Imaging,” on page 103.

Scope

You can restore the image of hard disks, specific add-on images, and file sets of a device.

Boot Manager Limitation

If the device you want to image has an unsupported boot manager running, such as System
Commander, you must disable or remove it before attempting to image those devices. This is
because boot managers create their own information in the MBR and overwrite the ZENworks boot
system, preventing ZENworks imaging from being performed.

Base Images

A base image contains descriptions of all partitions and files on a hard drive. When it is restored, all
existing partitions are deleted, new partitions are created from the descriptions in the base image,
and all files are restored from the image.

Base images are created by taking an image of a device. You can use an option in ZENworks Control
Center or you can use imaging commands at the imaging maintenance mode prompt to create a
base image.

In ZENworks, image files are automatically saved to the following location, which cannot be
changed:
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Windows: %ZENWORKS HOVE\ wor k\ cont ent - r epo\ i mages
where $ZENWORKS_HOME% is the complete path of the ZENworks installation directory.
Linux:/ var/ opt / novel | / zenwor ks/ cont ent - r epo/ i mages

If you need more disk space for large imaging files than is available in your current content
repository location, you can change this location to a different partition. For more information, see
“Content Repository” in the ZENworks Primary Server and Satellite Reference.

Add-On Images

These images are a collection of files added non-destructively to existing partitions. The existing
partitions and files are left intact, except for any files that the add-on image might update.

Add-on images allow you to customize a device after a base image is restored. This allows you to use
a base image for multiple purposes.

You can create add-on images by using the Image Explorer utility.

MDT Deployment

A bundle which supports the deployment of the Windows operating system

using Microsoft Deployment Toolkit (MDT). This bundle enables you to upload and replicate the
MDT WIM files to the required Primary and Imaging Satellite servers.

For more information on MDT Deployment, see Section 3.8, “Configuring MDT Deployment
Bundles,” on page 157.

Preboot Services Menu

Where PXE is enabled on a device, the Novell Preboot Services Menu can be displayed during the
boot process. The following menu choices are displayed on the menu:
+ Start ZENworks Imaging: Executes the effective Preboot Services preboot bundle.

+ WinPE Maintenance Mode: Loads WinPE and starts the ZENworks Third-Party Imaging utility.
You can use the utility to perform the third-party imaging operations.

+ Start ZENworks Imaging Maintenance: Displays the imaging maintenance mode prompt,
where you can execute imaging commands.

+ Disable ZENworks Partition: Prevents an existing ZENworks partition from being used during
booting to execute the assigned Preboot bundles.

+ Enable ZENworks Partition: Allows an existing ZENworks partition to be used during booting to
execute the effective Preboot bundle.

+ Exit: Resumes normal booting of the device.

+ Start DELL DTK: Starts the Dell OpenManage Deployment Toolkit (DTK) v2.1 in the automated
mode where assigned work is automatically performed.

+ Start DELL DTK (Maintenance Mode): Starts the DTK in the maintenance mode, where you can
use the DTK bash prompt to configure the scripts and files used by the Dell Configuration
bundle.
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You can use ZENworks Control Center to configure whether this menu should be displayed on a PXE-
enabled device by selecting one of the following options:

+ Always Show Imaging Menu

+ Never Show Imaging Menu

+ Show Imaging Menu if CTRL+ALT Is Pressed

NOTE: On a device that has UEFI firmware and an USB keyboard attached to the device, you cannot
use the CTRL+ALT function key to launch the PXE menu. You will get a pop-up prompting you to press
<Enter> key and launch the PXE menu with a time-out of three seconds. This option is also applicable
to 64-bit devices.

For the procedures in configuring the menu’s display, see Section 2.5.1, “Configuring Novell Preboot
Services Menu Options,” on page 78.

Non-Registered Device Settings

Devices that are new to the Management Zone and have received their first image need certain IP
configuration information to successfully access the network and network services. You can use
Preboot Services to automatically name your non-registered devices, using such criteria as prefixes,
BIOS information (like asset tags or serial numbers), DNS suffixes, and you can set up DHCP or IP
addresses.

For example, the device needs a unique IP address and the address of at least one DNS name server.
In many networks, this information is distributed through the DHCP services, but it can also be
configured through the default Preboot Services configuration settings in ZENworks Control Center.

After a device has registered with ZENworks, its configuration is set and the non-registered device
settings in the Management Zone no longer apply to it, because the ZENworks server now knows its
identity. Whether it becomes a member of the zone or continues to be a non-registered device
depends on whether the image applied to the device contains the ZENworks Configuration
Management Imaging Agent, novell-zisdservice for Windows devices and novell-zisInx for Linux
devices.

The settings that can be adjusted for a Management Zone are:

+ DN suffix: Provides a suffix for all of your devices’ names. For example, provo.novell.com.
+ Workgroup: The Windows workgroup that you want the device to be a member of.

+ Name Servers: Controls which DNS servers a device uses. You can specify multiple DNS name
servers.

+ Device Name: Configured device names can include a prefix, the BIOS asset tag, the BIOS serial
number, or none of these.

+ |P configuration: For the IP configuration, you can specify to use DHCP or a specific IP address.
If you select to use IP addresses, you can provide a range of addresses in a list, or you can
specify certain IP addresses. As devices are registered, they assume one of the available
addresses. For IP addresses, you can also specify a subnet mask and a default gateway.
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NOTE: *When a device is registered to a Management Zone, the Imaging tasks configured for the
device are applicable. You can make hardware rules applicable to registered devices by
assigning the Apply Rule-Based Imaging Bundle to the devices. If the devices match the
hardware rules configured for the bundle, the imaging bundle is assigned to them.

+ When a device is registered to a different Management Zone, neither the hardware rules for the
device nor the Imaging tasks are applicable.

For the procedures in configuring defaults for non-registered devices, see Section 2.5.2, “Configuring
Non-Registered Device Settings,” on page 79.

Device Imaging Work Assignment

You can determine what imaging work is to be performed on a device when it boots, based on a set
of hardware rules. This configuration section lets you specify a particular bundle for each set of
hardware rules. The Custom Hardware Types section allows you to provide specific data for a
Hardware Type hardware rule option.

Rules and custom types configured here are applied globally to all non-managed devices. You can
also apply them to managed devices in the Management Zone by assigning those devices to the
bundle that is selected for the rule. Only those devices that exactly match the rule and its custom
types have the assigned bundle applied to them when they boot.

+ “Hardware Rules” on page 27

¢ “Custom Hardware Types” on page 28

+ “Allowing Overwrites” on page 29

For the procedures in configuring work assignment rules, see Section 2.5.3, “Configuring Device
Imaging Work Assignments,” on page 82.

Hardware Rules

You can set up hardware-based rules for your Preboot bundles. Work assignment rules are used to
apply bundles to devices with specific hardware, or to match a broad set of hardware requirements.

For example, you can create a rule that applies a bundle to any device with a specific MAC address or
BIOS serial number. Rules like this can only match to a single device. On the other hand, you can
create a rule that applies to any device with at least 512 MB of RAM and 150 GB of hard drive space.

A work rule is comprised of filters that are used to determine whether a device complies with the
rule. The rules use logic to determine whether a device meets the requirements for applying the
Preboot bundle. The AND and OR logical operators are used for creating complex filters for the rule.

When a device is seeking work to be done, it scans the rules until it finds a rule where all of the rule’s
filters match the device, then executes the bundle assigned to the rule.

Filter information that you can provide:
+ Device component: Any of the following:

BIOS Asset Tag
BIOS Serial Number
BIOS Version
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CPU Chipset

Hard Drive Controller
Hard Drive Size
Hardware Type

IP Address

MAC Address
Network Adapter
Product Name

RAM

Sound Card

System Manufacturer
Video Adapter

+ Relationship: This defines the relationship for a filter between the Device component field and
the value you specify for it.

Possibilities for the Hard drive size and RAM fields:

< (less than)

> (greater than)

= (equal to)

>= (greater than or equal to)
<= (less than or equal to)

<> (not equal to)

Possibilities for all other device components:

Contains
Equal To
Starts With
Ends With

+ Component Value: This corresponds to the match you want for the component. For example,
you select RAM (in MB) for the filter and enter 512 for its value. Then, the relationship you
select determines whether it’s less than, less than or equal to, equal to, not equal to, greater
than or equal to, or just greater than 512 MB.

You can have multiple filters and sets of filters in a single rule, using the AND and OR operators, and
you can have multiple rules associated with the same Preboot bundle. This allows you to specify
exactly which can receive a particular Preboot bundle.

Custom Hardware Types

Custom hardware types enable you to include any devices matching your custom type to have the
bundle assigned to the hardware rule applied to them when the devices boot. For example, you can
create a rule that applies the bundle to any device that is a laptop by entering the applicable string
as a custom hardware type, selecting Hardware Type in the Rule Construction dialog box, then
selecting your custom type.

The Hardware Type option does not display in the Rule Construction dialog box until at least one
custom type has been configured.
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Allowing Overwrites

Select the Allow Preboot Services to Overwrite Existing Files when Uploading check box if you want
existing . zny files to be overwritten by a newer version when the image is taken.

Server Referral List

When a PXE device boots, it makes a broadcast request on the network for PXE services. The
ZENworks Proxy DHCP server (novell-proxydhcp) responds to this request with information that
includes the IP address of an Imaging Server where the device can send requests for assigned
imaging work.

Because PXE devices can exist in an environment with both newer and older ZENworks systems
running concurrently, the device can fail to determine its assigned imaging work if it cannot find the
Imaging Server for its own ZENworks version.

In ZENworks, devices can exist in multiple Management Zones. It is essential that the PXE device
contact PXE services assigned to its home zone so that it can correctly determine if there is any
imaging work assigned to it. When there is only a single Management Zone, this is easy to do
because all Proxy DHCP servers provide addresses to services that belong to the same zone. Any
device can request imaging work from any Imaging Server in the same zone and get the same
response.

The PXE device’s initial request for PXE services is sent as a broadcast to the network, and all Proxy
DHCP servers respond with information pertaining to their respective zones (in ZENworks
Configuration Management). Since it is impossible to determine which Proxy DHCP server responds
first (if multiple Proxy DHCP servers respond), or which server’s response is used by the device, it is
impossible to ensure that each PXE device will contact servers in its home zone.

For a ZENworks environment that has PXE services, the Server Referral List configuration section
provides a method for getting PXE devices to connect with their proper Imaging Servers. Server
referral lists are only used by PXE devices, and in ZENworks Configuration Management only one
Management Zone needs to have an active Proxy DHCP server and server referral list. Because you
can only have one referral list active in a network segment, if you have ZENworks Linux Management
running with a referral list configured, you’ll need to disable the Proxy DHCP service for Linux
Management. This allows the Configuration Management referral list to be used by all PXE devices.

A server referral list allows you to ensure that all devices contact their home zone or tree for device
imaging work assignments. The list should contain the IP address of an Imaging Server in each
known Management Zone or older ZENworks system’s tree. When a device requests device imaging
work from a server, the server first determines if the device belongs to the same zone or tree as the
server. If it does not, that server refers the request to each server in its server referral list until it
finds the device’s home zone or tree. The device is then instructed to send all future requests to the
correct novell-proxydhcp.

For the procedures in configuring referral lists, see Section 2.5.4, “Configuring the Server Referral
List,” on page 94.
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1.4.6

1.5

1.5.1

Intel Active Management Technology (AMT)

The Intel AMT functionality allows you to accurately identify devices, even if they have had physical
drive replacements. This provides ZENworks Preboot Services with persistent device identification
by providing ZENworks with nonvolatile memory for storing the unique device identity.

With AMT and Preboot Services, if a device has a new, unformatted hard drive, ZENworks can
instantly and accurately identify the device and apply the appropriate Preboot bundle. If a device’s
hard drive is inactive or its drive is replaced, ZENworks can automatically identify the device in a
preboot environment and provide the appropriate ZENworks-created image during a system rebuild.

AMT with ZENworks also provides easier hardware upgrading capability. For example, to upgrade
applications, some of your device hardware might not meet the minimum requirements. With AMT
and Preboot Services, as soon as the hard drives are replaced and before any agents or operating
systems are installed, you can continue to assign Preboot bundles using the device’s ZENworks
identity without having to re-register the device.

If you are using Intel AMT, support for it should be enabled in the novel | -
zmgpr eboot pol i cy. conf file.

For more information on Intel AMT, see the Intel Web site (http://www.intel.com/technology/
platform-technology/intel-amt/).

The Preboot Services Processes

The following sections explain how the Preboot Services processes work:

¢ Section 1.5.1, “A Typical Preboot Services Operation,” on page 30

+ Section 1.5.2, “lllustrating the Preboot Services Processes,” on page 31

A Typical Preboot Services Operation

A typical Preboot Services operation flows as follows:

1. A Preboot bundle is created in ZENworks Control Center and assigned to a PXE-enabled device.
2. The PXE-enabled device starts to boot.

3. The device sends a DHCP discovery request to determine the IP address of the Preboot Services
Imaging Server.

4. The DHCP server responds with an IP address for the device to use.

5. Novell-proxydhcp responds with the IP addresses of the TFTP server, as well as the filename of
the Preboot Services bootstrap program (nvl nbp. sys or nf nbpx64. ef i ).

6. The PXE device downloads the Preboot Services bootstrap program using novell-tftp.

7. After the Preboot Services bootstrap program is downloaded and executed, the device checks
novell-zmgprebootpolicy to see if there is any imaging work to do.

8. If there is imaging work to do (as contained in a Preboot bundle that is assigned to the device),
the device performs the following task

+ ZENworks Imaging: Downloads the Configuration Management imaging environment from
the server so that the it can be booted to Linux.
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+ Third-Party Imaging: Downloads the WinPE environment from the server.
9. Any imaging tasks contained in the Preboot bundle are performed.

10. If there are no imaging tasks to perform, files are not downloaded and the device proceeds to
boot to its operating system.

In addition to using PXE for automation, you can also execute Preboot work using one of the
following:

+ Preboot Services Menu (if enabled for the device)

+ Preboot Services bootable CD or DVD

+ ZENworks partition

+ Bootable USB

For more information, see Section 3.1.2, “Using the Command Line for ZENworks Imaging,” on
page 111.

lllustrating the Preboot Services Processes

The following illustrations show the interaction between a Preboot Services (PXE) device and a
Preboot Services Imaging Server, starting when the PXE device is turned on and begins to boot, and
ending when imaging work begins on that device.

The following example assumes that the devices and Imaging Servers are in the same network
segment.

+ “Phase 1: Beginning the Process” on page 31

+ “Phases 2 through 8: Continuing the Process” on page 34

Phase 1: Beginning the Process

Depending on whether novell-proxydhcp is configured on the same server as the standard DHCP
server or on a different server, the imaging process begins differently. The following sections
illustrate how the process begins for each configuration, then the phases illustrated in “Phases 2
through 8: Continuing the Process” on page 34 are the same for them.

+ “Standard DHCP and Novell Proxy DHCP Configured on Separate Servers” on page 31

+ “Standard DHCP and Novell Proxy DHCP Configured on the Same Server: Part A” on page 32

+ “Standard DHCP and Novell Proxy DHCP Configured on the Same Server: Part B” on page 33

Standard DHCP and Novell Proxy DHCP Configured on Separate Servers

For this example, the DHCP server and the Preboot Services Imaging Server are two separate servers
on the network.
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Figure 1-1 DHCP Configuration on Separate Servers
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Network

Processes:
1. When the device boots, the PXE BIOS issues a DHCP request with PXE extensions. The request is
broadcast on port 67.

2. The DHCP server responds with IP configuration information on port 68, and the Proxy DHCP
server responds on port 68 with the name of the bootstrap program (nvl nbp. sys or
nf nbpx64. ef i ) and the IP address of the TFTP service or daemon where it can be found.

3. Continue with “Phases 2 through 8: Continuing the Process” on page 34.

Standard DHCP and Novell Proxy DHCP Configured on the Same Server: Part A

For this example, the DHCP server and the Preboot Services Imaging Server are configured on the
same server on the network. See “Standard DHCP and Novell Proxy DHCP Configured on the Same
Server: Part B” on page 33 for the second part of this example.
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Figure 1-2 DHCP Configuration on the Same Server, Part A
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Processes:

1. When the device boots, the PXE BIOS issues a DHCP request with PXE extensions. The request is
broadcast on port 67.

2. The DHCP server responds with IP configuration information on port 68, including tag 60 for
PXEClient, which indicates that novell-proxydhcp is running on the same server.

Standard DHCP and Novell Proxy DHCP Configured on the Same Server: Part B

Figure 1-3 DHCP Configuration on the Same Server, Part B
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Processes:
1. When the device sees tag 60 in the DHCP response, the PXE BIOS reissues the DHCP request on
port 4011.

2. The Proxy DHCP server responds on port 68 with the name of the bootstrap program
(nvl nbp. sys or nf nbpx64. ef i ) and the IP address of the TFTP service or daemon where it
can be found.

3. Continue with “Phases 2 through 8: Continuing the Process” on page 34.

Phases 2 through 8: Continuing the Process

The following sections explain how the Preboot Services process continues after Phase 1:

¢ “Phase 2” on page 34
+ “Phase 3” on page 35
+ “Phase 4” on page 35
+ “Phase 5” on page 36
+ “Phase 6” on page 36
+ “Phase 7” on page 37
+ “Phase 8” on page 38

Phase 2

Figure 1-4 Phase 2 of the Preboot Services Process
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Processes:

1. The PXE BIOS requests nvl nbp. sys from the TFTP server.
2. The TFTP server sends nvl nbp. sys to the PXE device.
3. The PXE device loads nvl nbp. sys into memory.
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Phase 3

Figure 1-5 Phase 3 of the Preboot Services Process
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1. Hardware detection is performed by nvl nbp. sys and it reads the image-safe data.

1
nvinbp.sys
PXE BIOS

Processes:

Hot-key:
pxemenu.text
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2. NvI nbp. sys requests the Novell Preboot Services Menu configuration from the Data Model
via novell-zmgprebootpolicy.

3. Novell-zmgprebootpolicy returns the Novell Preboot Services Menu configuration. In this case,
the menu described in pxenenu. t xt is displayed when a user presses the hot key.

Phase 4

Figure 1-6 Phase 4 of the Preboot Services Process
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Processes:

1. Assuming no Novell Preboot Services Menu is displayed, the device asks the Data Model (via
novell-zmgprebootpolicy) if any work is assigned.

2. Assuming work is assigned, novell-zmgprebootpolicy responds with the name of the
configuration file to use in performing the preboot work (z_aut o. cf g for ZENworks Imaging as
shown in the above illustration and wi npe. cf g for ZENworks Third-Party Imaging).

Phase 5

Figure 1-7 Phase 5 of the Preboot Services Process
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Processes:

1. The PXE device requests pxel i nux. 0 from the TFTP server.
2. The TFTP server sends pxel i nux. O to the device.

Phase 6

Figure 1-8 Phase 6 of the Preboot Services Process
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Processes:

1. Pxelinux.0 replaces nvl nbp. sys in memory, and requests z_aut o. cf g from the TFTP server
for ZENworks Imaging (as shown in the above illustration) and wi npe. cf g for ZENworks Third-
Party Imaging.

2. The TFTP server sends the z_aut o. cf g file for ZENworks Imaging and wi npe. cf g for
ZENworks Third-Party Imaging to the device.

Phase 7

Figure 1-9 Phase 7 of the Preboot Services Process
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Processes for ZENworks Imaging (as shown in the above illustration):

1. Pxel i nux. 0 requests and receives / boot / ker nel from the TFTP server.
2. Pxel i nux. 0 requests and receives/ boot /i ni t r d from the TFTP server.
3. Pxel i nux. 0 requests and receives / boot / r oot from the TFTP server.
4

. Pxel i nux. O requests and receives / boot / updat eDr i ver s. t gz from the TFTP server, but is
denied because the file does not exist (it is used to provide post-release software updates).

Processes for ZENworks Third-Party Imaging:

1. Pxel i nux. 0 requests and receives / boot / pr eboot . 0 from the TFTP server.

2. Pxeboot . 0 requests and receives / boot / boot Myr . exe from the TFTP server.

3. The boot manager loads / boot / bcd.

4. The boot manager finally receives and loads / boot / boot . sdi and/ boot/w npe. wi m

Overview 37



38

Phase 8

Figure 1-10 Phase 8 of the Preboot Services Process for ZENworks Imaging
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Processes for ZENworks Imaging:

1. SUSE Linux Enterprise Server (SLES) is loaded and run on the device.

2. The ZENworks Imaging Engine (i mg) requests the assigned Preboot Services work details and
performs the work.

3. The image is laid down on the device and it automatically reboots.

Figure 1-11 Phase 8 of the Preboot Services Process for ZENworks Third-Party Imaging
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Processes for ZENworks Third-Party Imaging:

1. WiInPE distro is loaded and run on the device.

2. The Novell ZENworks Third Party Imaging utility requests the assigned Preboot Services work
details and performs the work.

3. The image is laid down on the device and it automatically reboots.
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1.6 Preboot Strategies

The following sections present possible approaches to using Preboot Services. Use the following
sections to determine which procedures to perform. The steps are documented in subsequent
sections.

*

*

Section 1.6.1, “Automating Installations and Imaging Tasks,” on page 39
Section 1.6.2, “Creating, Installing, and Restoring Standard Images,” on page 40
Section 1.6.3, “Reimaging Corrupted Devices,” on page 40

Section 1.6.4, “Restoring Lab Devices to a Clean State,” on page 41

Section 1.6.5, “Setting Up Devices for Future Reimaging,” on page 41

Section 1.6.6, “Multicasting Device Images,” on page 42

1.6.1 Automating Installations and Imaging Tasks

You can automate Linux installations and imaging tasks using Preboot Services in the following ways:

*

SUSE Linux installation: The AutoYaST bundle can automate installation of SUSE Linux on a
Linux device.

Red Hat Linux installation: The kickstart bundle can automate installation of Red Hat Linux on a
Linux device.

Linux Imaging Script: The Linux Imaging Script bundle can automate execution of Linux Imaging
Script on a managed device, including imaging commands.

MDT Deployment: The MDT Deployment bundle can automate installation or deployment of
Windows desktop and server.

Imaging Multiple Devices: The Multicast Image Set bundle can be used to place an image on
multiple devices with one pass of the image file over the network, such as in resetting lab
devices. This is applicable only for ZENworks Imaging.

Third-party Image: The third-party image bundle can be used to place an image on a device
that are taken using ImageX or Ghost third-party imaging tools.

WinPE Imaging Script: The WinPE Imaging Script bundle can automate execution of WinPE
Imaging Script on a managed device, including imaging commands.

Device Imaging: The ZENworks Image bundle can be used to place an image on a device that
are taken using Linux or WinPE imaging.

All you need to do to accomplish any of these actions is to create and configure one of the Preboot
bundle types, then assign the bundle to the desired devices. When a device boots, the assigned
bundle is automatically applied before the device’s operating system starts.

You can also accomplish these tasks per device using the Novell Preboot Services Menu'’s Start
ZENworks Imaging Maintenance option to access the imaging maintenance mode prompt, if you
have enabled the menu for the device. Or, you can use a Preboot Services bootable CD or DVD, or
bootable USB, which does not require PXE to be enabled on the device. For more information, see
Section 3.1.2, “Using the Command Line for ZENworks Imaging,” on page 111.
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1.6.2 Creating, Installing, and Restoring Standard Images

As new devices are purchased and before deploying them, you can install a standard software
platform and enable the device for future unattended reimaging.

1.
2.

Create a model device of each type that you intend to deploy.

Create an image of each model device on a ZENworks Imaging Server. For more information, see
“Manually Taking an Image of a Device” on page 111.

These images should include the Novell ZENworks Configuration Management Imaging Agent
(novell-zisdservice).

. Optionally, you can create a preboot bundle for this image. This allows the image to be assigned

automatically for later use.

If you are using Preboot Services, install Configuration Management on a server, which makes it
an Imaging Server. For more information, see Section 2.1, “Preparing a Preboot Services
Imaging Server,” on page 45.

or

If you are using a bootable CD or DVD, a ZENworks partition, or a bootable USB, create a boot
CD or DVD that points to the ZENworks Imaging Server where the model images are stored. For

more information, see Section 2.3, “Setting Up the Preboot Services Methods for ZENworks
Imaging,” on page 50.

As each new device comes in, do the following if you are using Preboot Services:

1.

2.
3.

Make sure the device is PXE capable. Enable PXE if it isn’t enabled by default. For more
information, see Section 2.7, “Enabling PXE on Devices,” on page 96.

Physically connect the device to the network.

Boot the device from the Preboot Services Imaging Server.

If you are not using Preboot Services, boot the device with the imaging boot CD or DVD and consider
installing the ZENworks partition to enable auto-imaging without the CD or DVD. For more
information, see Step 3 on page 57 of Section 2.8.2, “Enabling a Device for Imaging Operations,” on
page 99. After you have installed the partition, reboot the device from the ZENworks partition.

1.6.3 Reimaging Corrupted Devices

Without data loss or undue disruption to users, you can fix devices that have become misconfigured
or corrupted.

1.

Overview

When a device needs to be fixed, have the user back up any files to the network that he or she
wants to keep (if possible).

Create and/or assign an appropriate Preboot bundle to the device.

If it is a device with a ZENworks partition or if it is PXE-enabled, the user should boot the device
from the ZENworks partition or the Preboot Services Imaging Server (via PXE) to find and
execute the assigned bundle. If you are using PXE, make sure that Preboot Services is installed
on your server to make it an Imaging Server. For more information, see Chapter 3, “Using
Imaging,” on page 101.

or



1.6.4

1.6.5

If the device does not have a ZENworks partition and is not PXE-enabled, the user should boot
the device with the imaging boot CD or DVD, or a bootable USB, and restore the appropriate
images .

4. After the image is laid down, restore any user files that were backed up to the network.

Restoring Lab Devices to a Clean State

You can restore devices to a clean state, removing any changes or additions made since the last time
you restored the image on that device. This is useful for updating lab devices.

For a method to initially set up a lab, see Section 1.6.6, “Multicasting Device Images,” on page 42.
The following steps assume that the devices are unregistered.
1. Create an image of a clean model device and store it on a ZENworks Imaging Server. For more

information, see “Manually Taking an Image of a Device” on page 111.

2. If you are using Preboot Services, make sure that Configuration Management is installed on
your server to make it an Imaging Server. For more information, see Section 2.1, “Preparing a
Preboot Services Imaging Server,” on page 45.

3. If you are using Preboot Services and the devices are PXE capable, make sure that PXE is
enabled. For more information, see Section 2.7, “Enabling PXE on Devices,” on page 96.

or

If you are not using Preboot Services or the ZENworks partition, create an imaging boot CD,
DVD, or bootable USB that points to the ZENworks Imaging Server where the clean image is
stored. For more information, see Section 2.3, “Setting Up the Preboot Services Methods for
ZENworks Imaging,” on page 50.

Deploy each lab device as follows:

1. Physically connect the device to the lab network.
2. If you are using Preboot Services, boot the device from the Preboot Services Imaging Server.

or

If you are not using Preboot Services, boot the device with the imaging boot CD, DVD or
bootable USB and install the ZENworks partition. For more information, see Step 3 on page 57
of Section 2.8.2, “Enabling a Device for Imaging Operations,” on page 99. After you have
installed the partition, reboot the device from the ZENworks partition.

3. At the end of each lab session, assign the Preboot bundle to the lab devices.

4. Reboot each device and let it be auto-imaged by its assignment to a ZENworks Preboot bundle.

Setting Up Devices for Future Reimaging

With minimal disruption to users, you can enable existing devices for future reimaging.

This process might need to be phased in by local administrators. Each administrator can do the
following:

1. Install the ZENworks Agent. After installing the agent, novell-zisdservice on Windows and
novell-zisnx on Linux services are started.
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1.6.6

2. If the devices are PXE-capable, make sure PXE is enabled (see Section 2.7, “Enabling PXE on
Devices,” on page 96) and make sure that Configuration Management is installed on your server
to make it an Imaging Server (see Section 2.1, “Preparing a Preboot Services Imaging Server,” on
page 45).

or

Prepare a few sets of imaging CDs or DVDs, or bootable USB that users can use when they have
difficulty (see Section 2.3, “Setting Up the Preboot Services Methods for ZENworks Imaging,” on
page 50). These devices should point to an Imaging Server that contains the same clean images
used for new devices.

3. If a user has difficulty, use the strategy for reimaging corrupted devices. For more information,
see Section 1.6.3, “Reimaging Corrupted Devices,” on page 40.

Multicasting Device Images

The following sections explain the multicasting images feature for ZENworks Imaging:

+ “Understanding Multicasting” on page 42
+ “Practical Uses For Multicasting” on page 43

+ “Automatic Multicasting Example” on page 44

For instructions on using multicasting, see Section 3.3, “Multicasting Images for ZENworks Imaging,”
on page 130.

Understanding Multicasting

Multicasting is a way to send the same image to multiple devices without sending that image
multiple times across the network. It is done by inviting participants to join a multicast session.
Multicasting is similar to broadcasting on the network, because you send the image once to the
network and only those devices belonging to the multicast session can see and receive it. This saves
on network bandwidth usage.

For example, if you have 10 devices in the multicast session and the image is 3 GB in size, your
network experiences only 3 GB of network traffic to image all 10 devices. Without multicasting, the
network experiences 30 GB of network traffic to image all 10 devices individually.

The devices to be imaged must be physically connected to the network. They can be devices with
existing operating systems of any kind, or they can be new devices with no operating system
installed.

IMPORTANT: For multicasting to work properly, all routers and switches on the network must have
their multicast features configured. Otherwise, multicast packets might not be routed properly.

Multicasting can be done automatically or :

+ “Automatic Multicasting” on page 43

+ “Manual Multicasting” on page 43
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Automatic Multicasting

In ZENworks Control Center, multicasting is accomplished by configuring a Multicast Image Set
bundle. The bundle contains a base image that is taken previously from a device and is stored on an
Imaging Server. This base image is applied to all multicast session participants.

When using a Preboot bundle to perform multicasting, the Imaging Server is the session master,
which sends the . zng image file to the session participants. Novell-pbserv is used in this process. All
problems are reported to Novell -pbserv, which is the session master device in this case.

For more information, see Section 3.3, “Multicasting Images for ZENworks Imaging,” on page 130.

Manual Multicasting

At the imaging maintenance mode prompt, you can enter commands to configure and initiate a
multicasting session. You enter the appropriate commands on the prompt at each device, specifying
one of them to be the session master. An image of the session master’s hard drive is sent to each of
the session participants.

For more information on the imaging commands, see Section E.5, “Session Mode (Multicast Image
Set),” on page 325.

If you plan to set up multicasting by visiting each device, you need either an imaging boot CD or DVD,
bootable USB, or the devices must be PXE-enabled. For more information, see Section 2.3, “Setting
Up the Preboot Services Methods for ZENworks Imaging,” on page 50.

Practical Uses For Multicasting

Multicasting is ideal for labs, classrooms, and staging areas, or for any place where you need to
quickly create the same configuration on multiple devices, instead of taking the time to set up each
device individually.

Benefits of Multicasting Images

Multicasting is the way to use ZENworks Imaging Engine for mass reimaging with the least amount of
overhead. It is useful if you have one device with a clean software configuration that you want to
duplicate on several other devices, or if you have a single image that you want to set up on multiple
devices.

Limitations of Multicasting Images

One significant limitation of using multicast without installing any Configuration Management
software is that it results in a set of devices that have duplicate network identities. The IP addresses
(if the network is using static IP addressing) and device hostname are all the same and can cause
conflicts if deployed on the network without change.

For a handful of devices, this might not be a problem. But for a larger number of devices, you should
install the Novell ZENworks Configuration Management Imaging Agent (novell-zisdservice) on each
device before doing the multicast (see Section 2.8.2, “Enabling a Device for Imaging Operations,” on
page 99). The Imaging Agent saves the device’s network identity settings before the multicast
session and restores them afterwards.
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Automatic Multicasting Example

To automatically multicast an image to multiple devices using ZENworks Control Center:

1.
2.

Overview

In ZENworks Control Center, create a Multicast Image Set bundle using a wizard.
Specify the source image for the bundle.

You can multicast an existing image from your Imaging Server.

Configure the trigger for multicasting the bundle, as in the following examples:

Client Count: When the specified number of clients specified in the bundle have booted and
registered, the multicast session begins.

Time Count: When the specified length of time has passed with no new clients having
registered, the multicast session begins regardless of the number of client participating.

The first trigger to be realized causes the multicast session to begin.

. Assign the Multicast Image Set bundle to the desired devices.

ZENworks Control Center provides a way to enable or disable a Multicast Image Set bundle,
allowing you to temporarily stop the bundle from executing. This is more efficient than
unasssigning the bundle from many devices.

. Wait for the trigger to happen.

Each device booting into the session has its boot process delayed until the session begins, which

is determined by fulfillment of one of the triggers.

The multicast happens automatically when a device assigned to the Multicast Image Set bundle

boots, according the configuration you set up for the Multicast Image Set bundle and for the

devices you assigned to the bundle. This bundle is applied to each session device before it boots

its operating system. The ZENworks Multicast Image Set bundle is sent over the wire just once,

using the multicast capability of your network, and executed simultaneously on all participating

devices.



2.1

Setting Up Preboot Services and Imaging

The section provides instructions for setting up Preboot Services in ZENworks:

+ Section 2.1, “Preparing a Preboot Services Imaging Server,” on page 45

+ Section 2.2, “Preparing a Satellite with the Imaging Role,” on page 46

+ Section 2.3, “Setting Up the Preboot Services Methods for ZENworks Imaging,” on page 50
+ Section 2.4, “Deploying and Managing Preboot Services,” on page 59

+ Section 2.5, “Configuring Preboot Services Defaults for ZENworks Imaging,” on page 78

+ Section 2.6, “Overriding Preboot Services Defaults,” on page 95

+ Section 2.7, “Enabling PXE on Devices,” on page 96

+ Section 2.8, “Setting Up Devices for ZENworks Imaging,” on page 98

IMPORTANT: The Preboot Services software is automatically installed when you install ZENworks.

Preparing a Preboot Services Imaging Server

When you install Novell ZENworks on a server, the Preboot Service service or daemon (novell-
pbserv) makes all Primary Servers an Imaging Server. To avoid confusion, the Proxy DHCP service or
daemon (novell-proxydhcp) is installed, but not enabled. For PXE devices to be able to communicate
with Preboot Services, this service or daemon must be started on at least one server on each
network segment. Exactly how many servers and which specific servers should run this service or
daemon is dictated by your network topology. As a rule of thumb, for every DHCP server deployed in
your network, you should have a corresponding Proxy DHCP server. PXE requires that the firewall is
either turned off or configured pass the DHCP traffic.

For information on setting up management of your devices, see Section 2.4, “Deploying and
Managing Preboot Services,” on page 59 and Section 2.5, “Configuring Preboot Services Defaults for
ZENworks Imaging,” on page 78.

In addition to the specific hardware requirements for a ZENworks Server, the server used to store
image files must meet the following requirements:

+ Fixed IP Address: When you connect to the Imaging Server during an imaging operation, you
must do so using the fixed IP address or DNS name of the Imaging Server.

+ Enough Space to Store Device Images: Unless you use compression (which is enabled by
default) for your device images, they are nearly the same size as the data on the device hard
disk, which could be many gigabytes.

If you want to store an image locally (on a CD, DVD, or hard disk) rather than on an Imaging
Server, see “Using a CD, DVD or bootable USB for Disconnected Imaging Operations” on
page 122 and “Using a Hard Disk for Disconnected Imaging Operations” on page 124.
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2.2

2.2.1

2.2.2

Preparing a Satellite with the Imaging Role

A Satellite is a managed device that can perform certain roles that a ZENworks Primary Server
normally performs. A Satellite can be any managed device (server or workstation). When you
configure a Satellite, you specify which roles it performs (Imaging, Collection, or Content). A Satellite
can also perform roles that might be added by third-party products that are snap-ins to the
ZENworks framework.

The following sections provide detailed information:

¢ Section 2.2.1, “Understanding the Imaging Role,” on page 46
+ Section 2.2.2, “Configuring the Imaging Role to the Satellite,” on page 46

+ Section 2.2.3, “lllustrating the Preboot Services Processes on the Imaging Satellite,” on page 47

Understanding the Imaging Role

The Imaging role installs the Imaging services and adds the Imaging role to the device. The Satellite
with the Imaging role is called Imaging Satellite. The Imaging Satellite requires both Proxy DHCP and
DNS server to be running in the Imaging environment.

The Imaging roles allows you to:

+ Perform all the Imaging operations on the device by using it as an Imaging server. The
operations includes taking an image and applying an image within as well as across subnets by
using unicast or multicast imaging.

+ Achieve load balance for the Primary Server.

+ Replicate TFTP folder and add-on images from Primary Server to Satellite Server.
The Satellite communicates with the Primary Server for the Imaging operations.

On the managed device, the Imaging module is inactive until you promote the managed device to be
a Satellite with the Imaging role or the Imaging role is added to an existing Satellite. This activates
the Imaging services on the device, and enables you to perform the Imaging operations in auto and
maintenance mode.

The Imaging components installed on the device include Novell ZENworks PXE Client Files, Novell
ZENworks PXE Update Files, and Novell ZENworks Multicast Application (zmgmcast).The Imaging
services installed on the device include Novell TFTP, ZENworks Preboot Policy (zmgpbpolicy),
ZENworks Preboot (pbserv), and Novell Proxy DHCP. All services, except for proxy DHCP, are
automatically started. You can start or stop the proxy DHCP service from ZENworks Control Center.

Configuring the Imaging Role to the Satellite

You can configure the Imaging role to the Satellite by using ZENworks Control Center or the zman
command line utility.

To configure the Imaging role by using the zman command line utility, see “Satellite Server
Commands” in the ZENworks Command Line Utilities Reference.
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2.2.3 lllustrating the Preboot Services Processes on the Imaging
Satellite

A typical Preboot Services operation for Imaging Satellite flows as follows:

A Preboot bundle is created in ZENworks Control Center and assigned to a PXE-enabled device.
The PXE-enabled device starts to boot.
The device sends a DHCP discovery request to determine the IP address of the Imaging Satellite.

The DHCP server responds with an IP address for the device to use.

vk w N

Novell-proxydhcp responds with the IP addresses of the TFTP server, as well as the filename of
the Preboot Services bootstrap program (nvl nbp. sys or).

6. The PXE device downloads the Preboot Services bootstrap program by using novell-tftp on
Imaging Satellite.

7. After the Preboot Services bootstrap program is downloaded and executed, the device checks
for the novell-zmgprebootpolicy on Imaging Satellite to see if there is any imaging work to do.

8. If there is imaging work to do (as contained in a Preboot bundle that is assigned to the device),
the device downloads the WinPE environment from the server.

9. Any imaging tasks contained in the Preboot bundle are performed.

10. If there are no imaging tasks to perform, files are not downloaded and the device proceeds to
boot to its operating system.

All database transactions for assigned imaging tasks are performed through a web request from the
Imaging Satellite to the Primary Server.

The following sections explain how the Preboot Services work for PXE boot, ZENworks Imaging, and
third-party imaging on the Imaging Satellite:
+ “lllustrating the Preboot Services Process for PXE Boot on the Imaging Satellite” on page 47

+ “lllustrating the Preboot Services Process for ZENworks Imaging on the Imaging Satellite” on
page 48

+ “lllustrating the Preboot Services Process for Third-Party Imaging on the Imaging Satellite” on
page 49

lllustrating the Preboot Services Process for PXE Boot on the Imaging
Satellite

The following example assumes that the devices and Imaging Servers are in the same network
segment.
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Figure 2-1 Preboot Services Process for PXE Boot on the Imaging Satellite
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Processes:

1. When the device boots, the PXE BIOS issues a DHCP request with PXE extensions. The request is
broadcast on port 67.

2. The DHCP server responds with IP configuration information on port 68, and the Proxy DHCP
server on Imaging Satellite responds on port 68 with the name of the bootstrap program
(nvl nbp. sys or) and the IP address of the TFTP service or daemon where it can be found.

lllustrating the Preboot Services Process for ZENworks Imaging on the
Imaging Satellite

The following example assumes that the devices and Imaging Servers are in the same network
segment.
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Figure 2-2 Preboot Services Process for ZENworks Imaging on the Imaging Satellite
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Processes:

1. SUSE Linux Enterprise Server (SLES) is loaded and run on the device.

2. The ZENworks Imaging Engine (img) requests the assigned Preboot Services work details and
performs the work.

3. The image is laid down on the device and it automatically reboots.

lllustrating the Preboot Services Process for Third-Party Imaging on the
Imaging Satellite

For ZENworks Third-Party imaging, you must upload the third-party tools on the Primary Server. For
more information, see Section C.3, “Performing ZENworks Third-Party Imaging by Using ZENworks
Control Center,” on page 243. This automatically replicates the required imaging distro and tools
from the Primary Server to the corresponding tftp directory on the Imaging Satellite. The imaging
process on the Imaging Satellite is similar to the process on the Primary Server. For more information
on the imaging process on the Primary Server, see, Section 1.5, “The Preboot Services Processes,” on
page 30.

The following example assumes that the devices and Imaging Servers are in the same network
segment.
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Figure 2-3 Preboot Services Process for Third-Party Imaging on the Imaging Satellite
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Processes:

1. WInPE is loaded and run on the device.

2. The ZENworks Work To Do (ZENworks Third-Party Imaging) application requests the assigned
Preboot Services work details and launches corresponding third-party Imaging engine to
perform the work.

3. The image is laid down on the device and it automatically reboots.

2.3 Setting Up the Preboot Services Methods for ZENworks
Imaging
The Novell ZENworks Imaging Engine that performs the actual imaging of a device is a Linux
application. Unless you use automated Preboot Services with PXE-enabled devices, you need to

prepare a boot medium that has the Linux kernel, ZENworks Imaging Engine, and network drivers
installed.

The following sections contain additional information:

+ Section 2.3.1, “Using Preboot Services (PXE),” on page 51

+ Section 2.3.2, “Preparing Imaging Boot CDs, DVDs or bootable USB,” on page 51
+ Section 2.3.3, “Creating Bootable USB Drives for Imaging,” on page 55

+ Section 2.3.4, “Managing ZENworks Partitions,” on page 56
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2.3.1

2.3.2

Using Preboot Services (PXE)

Preboot Execution Environment (PXE) is an Intel specification that allows a device to boot from the
network, instead of its hard drive or other local media. ZENworks can use PXE to launch Preboot
Services.

Preboot Services uses PXE to find out if there is imaging work specified for a device and to provide
the device with the files necessary to boot to the ZENworks imaging environment.

Before you can use Preboot Services with automated Preboot bundles, you need to do the following:

1. Install ZENworks on your Imaging Server.
2. Enable PXE on the device.

3. Have a standard DHCP server, either on your Imaging Server or on another network server.

Automated Preboot Services functions can also be performed using a ZENworks partition. For more
information, see “Creating a ZENworks Partition” on page 57.

Manual Preboot Services functions can be performed using CDs or DVDs, or bootable USB. For more
information, see Section 2.3.2, “Preparing Imaging Boot CDs, DVDs or bootable USB,” on page 51.

Preparing Imaging Boot CDs, DVDs or bootable USB

If you have software for burning CDs, DVDs or bootable USBs, you can create an imaging boot CD,
DVD or bootable USB for imaging operations.

+ “Creating a Boot CD, DVD or bootable USB with Additional Files” on page 51

+ “Alternate procedure for creating a Boot CD, DVD or bootable USB with Additional Files” on
page 53

+ “Creating a Boot CD or DVD without Additional Files” on page 54
+ “Modifying Kernel Boot Parameters for ZENworks Imaging” on page 55

+ “Creating a Tuxera Boot CD” on page 55

For information on how to use the CD, DVD or bootable USB to perform disconnected imaging
operations, see Section 3.1.3, “Setting Up Disconnected Imaging Operations,” on page 122.

Creating a Boot CD, DVD or bootable USB with Additional Files

This section describes how to create an imaging CD, DVD or bootable USB that contains more than
the files provided in the boot cd. i so image.

This method allows you to include the set ti ngs. t xt file on the boot CD, DVD or bootable USB to
provide the required imaging parameters. For more information on the set ti ngs. t xt file, see
Section D.7, “Imaging Configuration Parameters (settings.txt),” on page 288.

This method also allows you to add other files and drivers that you need to do the imaging.
To create an imaging boot CD, DVD or bootable USB that includes set ti ngs. t xt and other files:

1 Copy the boot cd. i so file to a temporary location.

On the Imaging Server where ZENworks is installed, the boot cd. i so file is located in:
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Windows: Y%ZENWORKS HOVE% bi n\ pr eboot \
Linux: / opt / novel | / zenwor ks/ pr eboot / bi n/ wi nuti | s/
In an ISO editor, open the temporary copy of the boot cd. i so file.

If you experience ISO corruption after adding files into the ISO, such as a checksum error, use a
more reliable I1SO editor. Also, some ISO editors do not work very well with DVDs.

Using the temporary boot cd. i so file, copy the setti ngs. t xt file to the root of the
boot cd. i so image.

On the Imaging Server where ZENworks is installed, the set ti ngs. t xt file is located in:
Windows: %ZENWORKS _HOVE% bi n\ pr eboot \
Linux: / opt / novel | / zenwor ks/ pr eboot / bi n/ wi nuti | s/

Copy any other files or drivers that you want included on the CD, DVD or bootable USB to the
addf i | es directory in the temporary boot cd. i so image.

Any files or subdirectories that you add under the / addf i | es directory are placed at the root
of the client when booting the CD, DVD or bootable USB.

IMPORTANT: When booting from the CD, DVD or bootable USB, the imaging engine is read into
RAM. Because the imaging engine uses some of the RAM that exists on the client device, the
combined size of any files that you add under the addf i | es directory cannot exceed the
amount of remaining RAM.

Save the updated boot cd. i so image file to its temporary location.

Use your software for burning CDs or DVDs to burn the updated boot cd. i so image onto the
CD, DVD or bootable USB.

Boot the device to be imaged from your newly created imaging boot CD, DVD or bootable USB.
Booting from a SCSI CD-ROM device is currently not supported.

To create an imaging boot CD, DVD or bootable USB by changing the default menu option in the /
boot /i 386/ 1 oader /i sol i nux. cfg file.

1

Copy the boot cd. i so file to a temporary location.

On the Imaging Server where ZENworks is installed, the boot cd. i so file is located in:
Windows: %ZENWORKS _HOVE% bi n\ pr eboot \

Linux: / opt / novel | / zenwor ks/ preboot / bi n/ wi nuti | s/

In an I1SO editor, open the temporary copy of the boot cd. i so file.

If you experience ISO corruption after adding files into the ISO, such as a checksum error, use a
more reliable ISO editor. Also, some ISO editors do not work very well with DVDs.

In the temporary boot cd. i so file, open the isolinux.cfg file located in the /boot/i386/loader
directory.

Edit the isolinux.cfg file to change the following line
default linux

to

default manual

Save the updated boot cd. i so image file to its temporary location.
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6 Use your software for burning CDs or DVDs to burn the updated boot cd. i S0 image onto the
CD, DVD or bootable USB.

7 Boot the device to be imaged from your newly created imaging boot CD, DVD or bootable USB.
Booting from a SCSI CD-ROM device is currently not supported.

The zngboot cd imaging utility is a part of the following MSI/RPM files:

https://primary_server | P_address: port/zenwor ks- downl oads/ si / novel | -
zenwor ks- zngboot cd- XXxXxX. nsi

https://primary_server | P_address: port/zenwor ks- downl oads/ r pm novel | -
zenwor ks- zngboot cd- xxxxx. i 586. r pm

Alternate procedure for creating a Boot CD, DVD or bootable USB with
Additional Files

You can create an Imaging boot CD, DVD or bootable USB by changing the default menu option in
the / boot /i 386/ 1 oader/i sol i nux. cf g file.

To create a boot CD, DVD or bootable USB:

1 Unzip the boot cd. zi p file to the following locations:

Windows: Y%ZENWORKS _HOVE% bi n\ pr eboot \ . For example, C: \ Program Fi | es
(x86) \ Novel I'\ ZENwor ks\ bi n\ pr eboot

Linux: / opt / novel | / zenwor ks/ pr eboot / bi n/ wi nuti | s/
2 Take backup of the set ti ngs. t xt and other files.

3 Modify the settings. t xt oradd files to boot cd. Theset ti ngs. t xt is located atfil es/
settings.txt.Insert other files or copy the files to the fi | es/ addfi | es folder.

4 Create a new boot cd. zi p file from modified folder files.
Windows: Use any Windows tool to create boot cd. zi p file
Linux: #zi p bootcd. zip -r files

#chown zenwor ks: zenwor ks boot cd. zi p

5 Deletetheextracted fil es directory.

6 To create bootcd tntfs.iso:

For Windows:
1. Open the command prompt as an administrator.

2. Typethecd C. \Program Files (x86)\Novel |\ ZENwor ks\ bi n\ pr eboot
command.

3. Execute the boot cd- edi t or. bat script with the required parameter.
boot cd-editor. bat <path to Tuxera driver folder> <output directory>

For example, C.: \ Program Fi |l es
(x86) \ Novel I\ ZENwor ks\ bi n\ pr eboot >boot cd-edi tor. bat "C.\ Program
Files (x86)\ Novel |\ ZENwor ks\ share\tftp\11.3”
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You can see the following message on the console:

C.\ProgramFil es (x86)\ Novel | \ ZENwor ks\ bi n\ preboot processing.......
Done.. Injected bootcd => C:\\bootcd tntfs.iso

Bootcd iso file is created at the output directory as
bootcd_tntfs.iso

For Linux:
1. Execute the bootcd-editor.sh script with the required parameter for creating the bootcd.
boot cd-editor.sh <path to tuxera driver folder> <output directory>
For example, ./ boot cd-edi tor.sh /srv/tftp/11.3/ [t
The Bootcd ISO file is created at the output directory as bootcd tntfs.i so.

NOTE: The boot cd_t nt f s. i so file creation fails on RHEL Servers having thet ntfs. zi p
file. For more information, see ZENworks Readme.

Creating a Boot CD or DVD without Additional Files

If you do not want to include the set ti ngs. t xt file or any other files or drivers in the imaging boot
CD or DVD, you can simply create the imaging boot CD or DVD from the boot cd. i so image
provided with ZENworks.

However, you need to provide the set ti ngs. t xt file to provide the required imaging parameters.
For more information on the set ti ngs. t xt file, see Section D.7, “Imaging Configuration
Parameters (settings.txt),” on page 288.

To create an imaging boot CD or DVD that contains only the boot cd. i so image:
1 Copythesettings.txt file containing the settings you want for the imaging boot process
onto a floppy diskette.
On the Imaging Server where ZENworks is installed, the set ti ngs. t xt file is located in:
Windows: %ZENWORKS _HOVE% bi n\ pr eboot \
Linux: / opt / novel | / zenwor ks/ pr eboot / bi n/ wi nuti | s/

2 Use your software for burning CDs or DVDs to burn the boot cd. i so image onto the CD or
DVD.

On the Imaging Server where ZENworks is installed, the boot cd. i so file is located in:
Windows: Y%ZENWORKS HOVE% bi n\ pr eboot \
Linux: / opt/ novel | / zenwor ks/ preboot / bi n/ wi nuti | s/
3 Boot the device to be imaged from your newly created imaging boot CD or DVD.
You will be prompted for the diskette that contains the set ti ngs. t xt file.
Booting from a SCSI CD-ROM device is currently not supported.
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Modifying Kernel Boot Parameters for ZENworks Imaging

Modify the Boot parameters using any of the following options:

Adding the boot parameter using the imaging bootcd

Add a boot parameter of your choice while selecting the boot mode (Automatic or Manual) from the
ZENworks Preboot Options screen.

Adding the boot parameter using PXE Options

1 Go to Configuration>Device Management>Preboot Services>PXE Options.

2 In the PXE Kernel Boot Parameters field add the boot parameter.

Adding the boot parameters in the respective configuration files

This procedure should be followed to set the vga= parameter in place of the vga=0x314 parameter
which is set by default.

The configuration files end with extension *. cf g (for BIOS) or *. conf (for UEFI) For example,
z_auto. cfg,andz_mai nt. conf. The path to configuration files in the server is as follows:
+ BIOS: STFTP_ROOT/
+ UEFI: STFTP_ROOT/efi/x86_64/

Creating a Tuxera Boot CD

Tuxera Boot CD, or the boot cd_t ntfs. i so file is generated whenever you import the Tuxera
driver. You can create a Tuxera bootcd ISO file from the boot cd- edi t or script.

1 On the ZENworks server, browse to the wi nuti | s folder.

2 Run the following command to create the boot cd_tntfs. i sofile:

Windows: boot cd-edi tor. bat <l ocati on of the downl oaded tuxera driver
fol der> <destination to the save the 1SOfile>

Linux: ./ boot cd-edi tor.sh <l ocation of the downl oaded tuxera driver
fol der> <destination to the save the 1SOfile>

Creating Bootable USB Drives for Imaging

You can create a bootable USB flash drive for booting either BIOS or UEFI firmware to perform
Imaging operations.

1 Boot a system by using the Imaging boot CD.

2 Atthe # prompt, run the ZENUsbcr eat or <ker nel _par anet er s> command.

Where ZENUsbcr eat or <ker nel _par anmet er s> is an optional field, which can be specified
based on requirements. Multiple kernel parameters can be specified by separating with a space.

Example: ZENUsbcr eat or nonodeset reboot =ef i

You can see the following menu options at the prompt:
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234

Create bootable USB for 32-bit BI OS nachi nes
Create bootable USB for 64-bit Bl OS nachi nes
Create bootable USB for 64-bit UEFI nmchines
Upgr ade boot abl e USB

Clear all the partitions on the USB device

ohowdE

Use the following options to create a USB drive to boot systems:
¢ Create bootable USB for 32-bit BIOS machines: Enter 1
+ Create bootable USB for 64-bit BIOS machines: Enter 2
+ Create bootable USB for 64-bit UEFI machines: Enter 3
+ Upgrade bootable USB: Enter 4
¢ Clear all the partitions on the USB device: Enter 5
To upgrade a bootable ZEN USB: Enter 3.

You can see a list of detected USB drives. In the following example, there are two detected USB
devices. Enter 1 to select a Transcend device and enter 2 to select a SanDisk.

Det ected USB devi ce(s):

khkhkkhkhhkhhhhhhhhhhdhhhdhddhdhdhdhddhdhddhdhhddhddhdddhdrddhdddhdddhdrddrdddddhdrddrxdx%

*

Devi ce Vendor Model Si ze( Byt es)
1. /dev/sdb JetFlash Transcend 16GB  1621937356bB
2. /dev/sdc SanDi sk CruzerBlade 16GB 1621937356bB

khkhkkhkhhkhkhhhhhhhhhdhhhdhdhdhdhdhdhdhdhdhdddhhdhdddhdddhddddhdddhdddddddrddddxdhdrddrx%x%

*

Select Yes or No, when you are prompted to continue or exit. The selected device will be
formatted and partitioned.

The command execution completes processing the USB drive with 160 MB boot partition and
the rest of the disk space can be used for second partition to store images or data.

NOTE: On a Windows device you can access the second NTFS partition only if you are using a USB
hard drive. You cannot access the second NTFS partition on a flash drive because a Windows device
cannot recognize more than one partition on a USB flash drive.

To access the second NTFS partition on a flash drive, use a Linux device that supports NTFS file
access.

Managing ZENworks Partitions

A ZENworks partition is used by a device when booting for automated Preboot Services work when
the device does not have PXE available. The following sections explain how to manage ZENworks
partitions:

+ “Creating a ZENworks Partition” on page 57

+ “Disabling a ZENworks Partition” on page 57

+ “Removing a ZENworks Partition” on page 58
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Creating a ZENworks Partition

If you want to set up a device for unattended imaging operations and are unable to use Preboot
Services (PXE), you can create a ZENworks partition on the hard disk. If you make the partition large
enough, you can even store an image of the device’s hard disk, which can be useful if the device
becomes misconfigured or corrupted when the network connection is lost.

WARNING: Installing the ZENworks partition destroys all data on that hard drive. Use this only on
devices where you plan to reinstall the operating system and software programs.

1 Boot the device with the imaging CD, DVD or bootable USB, then select Install/Update ZEN
partition from the menu.

This starts the process of creating the ZENworks partition in the first partition slot. It destroys all
existing partitions, except an existing ZENworks partition or the Dell or Compaq configuration
partitions. By default, the ZENworks partition size is 500 MB.

If the ZENworks partition already exists, it is upgraded, and your existing partitions are left
intact.

NOTE: You can also update an existing ZENworks partition by running the following commands:
#inmg -a

#. /bin/update.s

#. /bin/grub.s

#reboot

2 After the ZENworks partition is installed or updated, remove the CD, DVD or bootable USB and
press any key to continue.

3 After removing the CD, DVD or bootable USB and reboot the device, install the operating
system on the device.

IMPORTANT: During installation of the operating system, you must install the boot loader
where the root (/) partition is being installed. In other words, the active partition must be the
root partition. You can use f di sk to verify that the active partition is root.

4 To take an image of the device using the ZENworks partition, see “Using the Imaging
Maintenance Mode Prompt to Create an Image” on page 124.

5 When the imaging maintenance mode prompt is displayed, reboot the device.

The device should boot to Linux.

Disabling a ZENworks Partition

If you decide to enable PXE on a device, but have previously installed a ZENworks partition on it, you
can disable or delete the partition, because it is no longer necessary. For information on deleting the
partition, see “Removing a ZENworks Partition” on page 58.

When you boot to Linux using any imaging boot device or method other than booting from the
ZENworks partition, you can disable (or enable) the ZENworks partition. Just select the menu option
to do so when the Novell Preboot Services Menu is presented.
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Removing a ZENworks Partition

Because you should not delete the ZENworks partition if you booted using the partition, you should
boot the device from an imaging boot method other than the ZENworks partition.

WARNING: After you have deleted the ZENworks partition, you need to make sure that the image
you place on the device was made on a device without a ZENworks partition. Otherwise, the wrong
MBR (Master Boot Record) is restored, and the device fails to boot. You should only remove the
ZENworks partition if you are going to restore an image that does not have the partition to the
device.

The following are ways you can remove a ZENworks partition from a device:

+ “Using an Imaging CD, DVD or bootable USB” on page 58
¢ “Using Linux Imaging Script Bundle” on page 59
+ “Using Fdisk” on page 59

Using an Imaging CD, DVD or bootable USB

If you cannot perform a full restoration of the ZENworks partition at this time, you should consider
removing it.

To remove a ZENworks partition:

1 Boot the device using the ZENworks imaging CD, DVD or bootable USB.
2 Select the Manual mode option.

3 At the imaging maintenance mode prompt, enter:
ing -zenpart -renove

4 After the removal is complete, eject the CD, DVD or bootable USB (if you are not going to use it
to reimage the device).

5 If you want to restore an image before rebooting, enter the following at the prompt:
unset ZENDEVI CE

Otherwise, reboot the device when ready.
6 Restore an image or install an operating system.

When the device boots, its ZENworks partition is removed, then the device can be imaged from
the CD, DVD or bootable USB without a ZENworks partition.

If the device is assigned to a Preboot bundle, it is imaged according to that bundle.
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24.1

Using Linux Imaging Script Bundle

If you are using Preboot Services, but formerly booted from the ZENworks partition on the device,
you can delete the ZENworks partition at the same time you restore an image. However, the new
image should not contain a ZENworks partition.

For example, you can do the following:

1 In ZENworks Control Center, create a Imaging Script bundle.

2 In the Script text field in the Create New Bundle Wizard, enter:
ing -zenpart -renove

3 Inthe Script text field (after the above command), enter the other commands necessary for the
imaging work you want for the device.

For more information, see Appendix E, “ZENworks Imaging Engine Commands,” on page 307.
4 On the Summary page of the wizard, click Finish (not Next).
5 Reboot the device.

Using Fdisk

You can remove a ZENworks partition by simply using f di sk to reconfigure the device’s hard drive.
Then, you can either image the device using a ZENworks imaging CD, DVD or bootable USB, or
enable PXE on the device and assign a Preboot bundle to it, then reboot it to use that bundle.

Deploying and Managing Preboot Services

The following sections explain how to set up, deploy, and manage Preboot Services, and how to set
up standard DHCP and novell-proxydhcp on the same server.

+ Section 2.4.1, “Checking the Preboot Services Imaging Server Setup,” on page 59
+ Section 2.4.2, “Deploying Preboot Services in a Network Environment,” on page 61
+ Section 2.4.3, “Administering Preboot Services,” on page 70

+ Section 2.4.4, “Editing the Novell Preboot Services Menu,” on page 72

For information on using Preboot, see Chapter 3, “Using Imaging,” on page 101.

Checking the Preboot Services Imaging Server Setup

This section provides information on how to check the configuration of Preboot Services after it is
installed.

+ “Overview of Preboot Services Components” on page 59

¢ “Checking the Setup” on page 60

Overview of Preboot Services Components

The following components are installed as part of Preboot Services:
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Table 2-1 Preboot Service Components

Windows Executable Linux Daemon Description
and Service Names

novel | - novell-pbserv Provides imaging services to devices.
pbserv. exe

Novell ZENworks
Preboot Service

novel | - novell-proxydhcp Runs alongside a standard DHCP server to inform
proxydhcp. exe PXE devices of the IP address of the TFTP server.
The Proxy DHCP server also responds to PXE devices
to indicate which bootstrap program

(nvl nbp. sys or ) to use.

Novell Proxy DHCP
Service

novel | -tftp.exe novell-tftp Used by PXE devices to request files that are
needed to perform imaging tasks. The TFTP server
also provides a central repository for these imaging
files, such as the Linux kernel, initrd, and

nvl nbp. sys or.

Novell TFTP Service

A PXE device uses this server to download the
bootstrap program (nvl nbp. sys or).

novel | - novell- The PXE devices use this to check if there are any
zngpr eboot pol i cy zmgprebootpolicy Preboot bundles that are assigned to the device.
. exe

Novell ZENworks
Preboot Policy Service

Novell-proxydhcp must be started and does not need to be run on all Imaging Servers.

TIP: To automatically start novell-proxydhcp on server start-up, run the following command as root:
chkconfi g novel | - proxydhcp on. For more information, see “Troubleshooting Preboot
Services and Imaging” on page 367.

While taking an image, the novell-pbserv service must be running on the server where the
ZENworks image is to be stored. During restoring the image, the novell-pbserv service must be
running on the server where the ZENworks image is located.

The other three services are started automatically when installing ZENworks, or any time the server
is rebooted, and must run on all Imaging Servers.

For more information, see Section D.10, “Imaging Server,” on page 293.

Checking the Setup

After the Preboot Services components are installed, the following should be installed and running
on the server. You can use these methods to check their status:
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Table 2-2 Preboot Services Or Daemons

Service Method to Check Its Status

novell-pbserv Windows: In the Services dialog box, review the Status column of
Novell ZENworks Preboot Service.

Linux:/etc/init.d/ novel |l -pbserv status

novell-tftp Windows: In the Services dialog box, review the Status column of
Novell TFTP Service.

Linux:/etc/init.d/ novel |l -tftp status

novell-zmgprebootpolicy Windows: In the Services dialog box, review the Status column of
Novell ZENworks Preboot Policy Service.

Linux:/ et c/init.d/ novell-zngprebootpolicy status

NOTE: To check the status of Preboot services on SLES12 OS onwards, use the syst enct |
command:

+ systenct!| status novell-pbserv. service

+ systenctl status novell-tftp.service

+ systenctl status novell-znmgprebootpolicy. service

You should not change the default configuration of these services.

If the server where the Preboot Services components are installed is also a DHCP server, see
“Configuring LAN Environments for Preboot Services” on page 65.

Deploying Preboot Services in a Network Environment

To implement the network deployment strategies outlined in this section, you must have a solid
understanding of the TCP/IP network protocol and specific knowledge of TCP/IP routing and the
DHCP discovery process.

Deploying Preboot Services (with PXE) in a single network segment is a relatively simple process.
However, Preboot Services deployment in a multi-segment network is far more complex and might
require configuration of both the Preboot Services services or daemons and the network switches
and routers that lie between the server and the PXE devices.

Configuring the routers or switches to correctly forward Preboot Services network traffic requires a
solid understanding of the DHCP protocol, DHCP relay agents, and IP forwarding. The actual
configuration of the switch or router must be performed by a person with detailed knowledge of the
hardware.

We strongly recommend that you initially set up Preboot Services in a single segment to ensure that
the servers are configured correctly and are operational.

This section includes the following information:

+ “Server Configuration” on page 62

+ “Network Configuration” on page 63
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*

*

“Configuring Filters on Switches and Routers” on page 69

“Spanning Tree Protocol in Switched Environments” on page 69

Server Configuration

There are three important points about configuring servers for Preboot Services:

*

DHCP Server: The Preboot Services environment requires a standard DHCP server. It is up to
you to install your standard DHCP server.

Preboot Services or Daemons: The four Preboot Services services or daemons (novell-pbsery,
novell-tftp, novell-proxydhcp, and novell-zmgprebootpolicy) are all installed on the Imaging
Server when you install ZENworks. These services or daemons must run together on the same
server.

Imaging Server: The Preboot Services services or daemons can be installed and run on the
same or different server than DHCP.

The following sections give general information about these services:

*

*

“The DHCP Server” on page 62
“Novell-pbserv” on page 62
“Novell-proxydhcp” on page 62
“Novell-tftp” on page 63

“Novell-zmgprebootpolicy” on page 63

It is seldom necessary to make changes to the default configuration of these services. However, if
you need more detailed configuration information, see “Configuring Preboot Services Imaging
Servers” on page 70.

The DHCP Server

The standard DHCP server must be configured with an active scope to allocate IP addresses to the
PXE devices. The scope options should also specify the gateway or router that the PXE devices
should use.

If Preboot Services (specifically novell-proxydhcp) is installed on the same server as the DHCP server,
the DHCP server must be configured with a special option tag. For more information, see
“Configuring LAN Environments for Preboot Services” on page 65.

Novell-pbserv

Provides imaging services to devices.

This includes sending and receiving image files, discovering assigned Preboot bundles, acting as
session master for multicast imaging, and so on.

Novell-proxydhcp

The Preboot Services Proxy DHCP server runs alongside a standard DHCP server to inform PXE
devices of the IP address of the TFTP server, the IP address of the server where novell-
zmgprebootpolicy is running, and the name of the network bootstrap program (nvl nbp. sys or).
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Novell-tftp

Used by PXE devices to request files that are needed to perform imaging tasks. The TFTP server also
provides a central repository for these files.

A PXE device uses one of these servers to download the network bootstrap program (nvl nbp. sys
or).

Novell-zmgprebootpolicy

PXE devices use novell-zmgprebootpolicy to check if there are any imaging actions that need to be
performed on the device. It forwards requests to novell-pbserv on behalf of PXE devices.

If you are using Intel AMT, support for it should be enabled in the novel | -
zngpr eboot pol i cy. conf file, which is located at:

Windows: %ZENWORKS HOVE% conf\ pr eboot \

Linux: / et ¢/ opt/ novel | / zenwor ks/ pr eboot /

Network Configuration

The configuration required to run Preboot Services in your network depends on your network setup.
Design your network so that PXE devices can effectively connect to the server where the Preboot
Services services or daemons are running. Make sure you consider the number of PXE devices to be
installed on the network and the bandwidth available to service these devices. To understand how
the devices and servers need to interact during the Preboot Services process, see Section 1.5, “The
Preboot Services Processes,” on page 30.

You can configure Preboot Services where Preboot Services and DHCP are running on the same
server or on different servers in both LAN and WAN/VLAN environments:

¢ “Understanding Preboot Services in LAN and WAN/VLAN Environments” on page 63

¢ “Comparing Preboot Services Setups in LAN and WAN/VLAN Environments” on page 64

¢ “Configuring LAN Environments for Preboot Services” on page 65

+ “Configuring a WAN/VLAN with Preboot Services and DHCP Running on the Same Server” on
page 66

¢ “Configuring a WAN/VLAN With Preboot Services and DHCP Running on Separate Servers” on
page 67

Understanding Preboot Services in LAN and WAN/VLAN Environments

Imaging servers should be installed so that PXE devices have access to imaging services within their
LAN. A good design ensures that a client does not need to connect to imaging services through a
slow WAN link.

Although you can have any number of Imaging Servers, generally only one Proxy DHCP server should
be enabled per DHCP server scope.

In a WAN, the PXE device is usually separated from the Proxy DHCP and DHCP servers by one or
more routers. The PXE device broadcasts for DHCP information, but by default the router does not
forward the broadcast to the servers, causing the Preboot Services session to fail.
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In a VLAN (Virtual LAN) environment, the PXE device is logically separated from the Proxy DHCP
server and the DHCP server by a switch. At the IP level, this configuration looks very similar to a
traditional WAN (routed) environment.

In a typical VLAN environment, the network is divided into a number of subnets by configuring
virtual LANs on the switch. Devices in each virtual LAN usually obtain their IP address information
from a central DHCP server. In order for this system to work, it is necessary to have Bootp or IP
helpers configured on each gateway. These helpers forward DHCP requests from devices in each
subnet to the DHCP server, allowing the DHCP server to respond to devices in that subnet.

Comparing Preboot Services Setups in LAN and WAN/VLAN Environments

The following illustrates the differences for a LAN configuration between installing Preboot Services
on the same server as DHCP, or on a separate server. In this case, only the PXE devices on the LAN
connect to the Preboot Services Imaging Server.

Table 2-3 LAN Configuration Differences Between the Same and Separate Servers

Information On the Same Server On Separate Servers

Configuration Because Preboot Services and DHCP are  None required.
running on the same server, option tag
60 must be set on the DHCP server.

For information on setting this tag, see
“Configuring LAN Environments for
Preboot Services” on page 65.

Advantages + Easy installation and setup. + Easiest installation and setup.
+ No network configuration is + No network configuration is
required. required.
+ No DHCP server configuration is
required.
Disadvantages + DHCP server configuration is + Limited use, because a single-LAN
required (option tag 60). environment only exists in small

+ Limited use, because a single-LAN lab-type networks.

environment only exists in small
lab-type networks.

The following illustrates the differences for a WAN/VLAN configuration between installing Preboot
Services on the same server as DHCP, or on a separate server. In this case, all PXE devices over the
entire WAN/VLAN connect to the Preboot Services Imaging Server.
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Table 2-4 WAN/VLAN Configuration Differences Between the Same and Separate Servers

Information On the Same Server On Separate Servers

Configuration The routers/switches have been A DHCP relay agent or IP helper is
configured with IP helpers to forward configured on the router/switch serving
network traffic to the DHCP server. the subnet that the PXE device belongs

to. The helper is configured to forward all
DHCP broadcasts that are detected in the

running on the same server, option tag subnet to the DHCP and Proxy DHCP
60 is set on the DHCP server. servers

Because Preboot Services and DHCP are

For information on setting this tag, see
“Configuring a WAN/VLAN with Preboot
Services and DHCP Running on the Same
Server” on page 66.

This normally requires two helpers to be
configured: the first to forward DHCP
broadcasts to the DHCP server, and the
second to forward the DHCP broadcasts
to the Proxy DHCP server.

Advantages * No network equipment (routers/ ¢ Common network setup.
switches) needs to be configured to

. + Multiple Preboot Services Imaging
forward network traffic to the TFTP

Servers can be installed so that each

Server. server provides service only for
certain subnets.
Disadvantages + DHCP server configuration required ¢ The network equipment (routers/
(option tag 60). switches) must be configured with

additional IP helpers. Some
network equipment might not
function properly when more than

¢ Only one Preboot Services Imaging
Server can be installed because it
needs to run on the same server as * )
the DHCP server (and there is one _addltlonal IP helperis
usually only one DHCP server). configured.

Configuring LAN Environments for Preboot Services

If you have Preboot Services and DHCP running on separate servers, no network configuration is
required.

If you have Preboot Services and DHCP are running on the same server, option tag 60 must be set on
the DHCP server. Do the following according to the server’s platform:

+ Linux DHCP Server
+ Windows DHCP Server

Linux DHCP Server : Do the following to set up standard DHCP and Proxy DHCP on the same Linux
server:

1 Stop the DHCP services on the Linux Imaging Server.
2 Onthis server, open/ et ¢/ dhcpd. conf, the DHCP configuration file, in an editor.

3 Insert the following line in the file:
option vendor-class-identifier "PXECient";

4 Save the file.
5 Restart the DHCP service.
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Windows DHCP Server : Do the following to set up standard DHCP and Proxy DHCP on the same
Windows server:

1 At the command prompt, enter net sh.
2 At the netsh prompt, enter dhcp server.

3 At the dhcp server prompt, enter the following:
add optiondef 60 O asslD STRING 0 PXEd i ent
set optionval ue 60 STRI NG PXEC i ent
show optionval ue all
exit
4 Add the definition type in the DHCP setup menus.

Configuring a WAN/VLAN with Preboot Services and DHCP Running on the Same
Server

You can install Configuration Management (which includes Preboot Services) on the same server
where DHCP is installed and running. However, you must do the following to make it work:

+ Set option tag 60 on the DHCP server so that it can work with novell-proxydhcp. See the steps in
the previous section (“Configuring LAN Environments for Preboot Services” on page 65).

+ On the server, edit the novel | - proxydhcp. conf file and change:

Local DHCPFlag = 0
to
Local DHCPFlag = 1

The file is located at:
Windows: %ZENWORKS HOVE% conf\ preboot \
Linux: / et ¢/ opt/ novel |/

Then restart the service so that the change is recognized by entering the following command on
the server:

Windows: In the Services dialog box, right-click Novell Proxy DHCP Service, then select Restart.

Linux:/etc/init.d/ novell-proxydhcp restart

IMPORTANT: If the switch is acting as a firewall and limiting the type of traffic on the network,
understand that novell-tftp and novell-zmgprebootpolicy are not firewall or network filter friendly.
You should not attempt to run these services or daemons through a firewall. If users need to pass
preboot work through a firewall, then all Preboot Services work needs to be on the outside and
merely reference a Web service inside the firewall.
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Configuring a WAN/VLAN With Preboot Services and DHCP Running on Separate
Servers

You can install Configuration Management (which includes Preboot Services) on a separate server
than where DHCP is installed and running. However, you must configure the network equipment so
that it correctly forwards Preboot Services network traffic.

IMPORTANT: If the switch is acting as a firewall and limiting the type of traffic on the network,
understand that novell-tftp and novell-zmgprebootpolicy are not firewall or network filter friendly.
You should not attempt to run these services or daemons through a firewall. If users need to pass
preboot work through a firewall, then all Preboot Services work needs to be on the outside and
merely reference a Web service inside the firewall.

An example deployment is given below of a WAN/VLAN environment with Preboot Services and
DHCP running on separate servers. The following sections provide the specific steps required to
configure network equipment so that it correctly forwards Preboot Services network traffic.

Example Deployment

In this example, three VLANSs are configured on a Bay Networks Accel 1200 switch running firmware
version 2.0.1. One VLAN hosts the Proxy DHCP server, the second VLAN hosts the DHCP server, and
the third VLAN hosts the PXE device. The PXE device’s DHCP broadcast is forwarded by the switch to
both the Proxy DHCP server and the DHCP server. The response from both servers is then routed
correctly back to the PXE device, and the PXE device starts the Preboot Services session correctly.

The three VLANs are all 24-bit networks; their subnet mask is 255.255.255.0.

The first VLAN gateway is 10.0.0.1. This VLAN hosts the PXE device that is allocated an IP in the range
of 10.0.0.2 to 10.0.0.128. This VLAN is named VLAN1.

The second VLAN gateway is 10.1.1.1. This VLAN hosts the DHCP server with IP 10.1.1.2. This VLAN is
named VLAN2.

The third VLAN gateway is 196.10.229.1. This VLAN hosts the server running novell-proxydhcp and
novell-zmgprebootpolicy. The server’s IP is 196.10.229.2. This VLAN is named VLAN3.

Routing is enabled between all VLANs. Each VLAN must be in its own spanning tree group.

Configuring Cisco Equipment

1 Go to the Global configuration mode.

2 Type ip forward-protocol udp 67,then press Enter.

3 Type i p forward-protocol udp 68, then press Enter.

4 Go to the LAN interface that serves the PXE device.

5 Type i p hel per-address 10. 1. 1. 2, then press Enter.

6 Type i p hel per-address 196. 10. 229. 2, then press Enter.

7 Save the configuration.
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Configuring Nortel Networks Equipment
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Connect to the router with Site Manager.

Ensure that IP is routable.

Enable the Bootp check box on the PXE device subnet/VLAN.
Select the interface that the PXE devices are connected to.
Edit the circuit.

Click Protocols.

Click Add/Delete.

Ensure that there is a check mark in the Bootp check box.
Click OK.

Click Protocols > IP > Bootp > Relay Agent interface table.

The interface where Bootp was enabled is visible in the list.

Click Preferred server.

Change the Pass through mode value to Bootp and DHCP.

Set up the relay agents:

13a Click Add.

13b In the Relay agent IP address box, type the local LAN IP address.

13c In the Target server IP address box, type the DHCP server IP address.
13d Click OK.

13e Change the Pass through mode value to Bootp and DHCP.

13f Perform Step 1 to Step 5 again and specify the Proxy DHCP server IP address at Step 3.
13g Apply the configuration.

Configuring Bay Networks Equipment

Perform the following steps on the switch:

1

Enable DHCP for the client VLAN using the following command lines:
# config vlanl ip
# dhcp enabl e

Configure IP helpers to forward DHCP requests from the device subnet to the TFTP server, using
the following command lines:

# config ip dhcp-rel ay
# create 10.0.0.1 10.1.1.2 node dhcp state enable
# create 10.0.0.1 196.10. 229. 2 node dhcp state enable

The cr eat e command has the form create agent server nbde dhcp state enabl e,
where agent is the IP address of the gateway that serves the PXE device, and ser ver is the IP
address of the server that the DHCP frame should be forwarded to.

3 Save the configuration.
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Configuring Filters on Switches and Routers

Some network devices filter network traffic that passes through them. Preboot Services makes use
of several different types of traffic, and all of these must be able to successfully pass through the
router or switch for the Preboot Services session to be successful. The Preboot Services session uses
the following destination ports:

Table 2-5 Destination Ports for Preboot Services

Component Port

DHCP and Proxy DHCP servers UDP Ports 67, 68, and 4011
TFTP server UDP Port 69
novell-zmgprebootpolicy UDP Port 13331

IMPORTANT: If the switch is acting as a firewall and limiting the type of traffic on the network,
understand that novell-tftp and novell-zmgprebootpolicy are not firewall or network filter friendly.
You should not attempt to run these services or daemons through a firewall. If users need to pass
preboot work through a firewall, then all Preboot Services work needs to be on the outside and
merely reference a Web service inside the firewall.

Spanning Tree Protocol in Switched Environments

The spanning tree protocol (STP) is available on certain switches and is designed to detect loops in
the network. When a device (typically a network hub or a device) is patched into a port on the
switch, the switch indicates to the device that the link is active, but instead of forwarding frames
from the port to the rest of the network, the switch checks each frame for loops and then drops it.
The switch can remain in this listening state from 15 to 45 seconds.

The effect of this is to cause the DHCP requests issued by PXE to be dropped by the switch, causing
the Preboot Services session to fail.

It is normally possible to see that the STP is in progress by looking at the link light on the switch.
When the device is off, the link light on the switch is obviously off. When the device is turned on, the
link light changes to amber, and after a period of time changes to a normal green indicator. As long
as the link light is amber, STP is in progress.

This problem only affects PXE devices that are patched directly into an Ethernet switch. To correct
this problem, perform one of the following:

+ Turn off STP on the switch entirely.

+ Set STP to Port Fast for every port on the network switch where a PXE device is attached.

After the problem is resolved, the link light on the port should change to green almost immediately
after a device connected to that port is turned on.

Information about STP and its influence on DHCP can be found at Using PortFast and Other
Commands to Fix End-Station Startup Connectivity Problems (http://www.cisco.com/en/US/docs/
internetworking/troubleshooting/guide/tr1923.html#wp1022283).
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2.4.3

Administering Preboot Services

This section includes information about administering and configuring Preboot Services:

+ “Configuring Preboot Services Imaging Servers” on page 70

+ “Configuring IP Port Usage” on page 72

Configuring Preboot Services Imaging Servers

In Preboot Services, the services or daemons do not use switches. Instead, to configure a service or
daemon to do something that is not a default, you need to edit the configuration files.

You can edit configuration files while the service or daemon is running, because they are only read
when the service or daemon starts. After editing the file you must restart the service or daemon for
the changes to take effect.

For more information on the service or daemon configuration files, see Section D.10, “Imaging
Server,” on page 293.

The following sections explain how to configure the following ZENworks Imaging Servers:

+ “Configuring the TFTP Server” on page 70

+ “Configuring the Proxy DHCP Server” on page 70

+ “Configuring Novell-pbserv” on page 71

+ “Configuring Novell-zmgprebootpolicy” on page 71

¢ “Configuring the DHCP Server” on page 72

Configuring the TFTP Server

It is seldom necessary to change the default TFTP server configuration values. If you need to change
them, use the following procedure:

1 Open the following file in an editor:
Windows: Y%ZENWORKS _HOVE% conf \ preboot \ novel | -tftp. conf
Linux:/ et ¢/ opt/ novel | / novel | -tftp. conf
2 Edit the configuration settings according to the instructions within the file.
3 Save the changes.
4 On a command line, enter the following:
Windows: In the Services dialog box, right-click Novell TFTP Service, then select Restart.

Linux:/etc/init.d/ novell-tftp restart

Configuring the Proxy DHCP Server

The Proxy DHCP server provides PXE devices with the information that they require to be able to
connect to the Preboot Services system.

Use the following steps to modify the settings of novell-proxydhcp:

1 Open the following file in an editor:

Setting Up Preboot Services and Imaging



Windows: Y%ZENWORKS HOVE% conf \ preboot \ novel | - pr oxydhcp. conf
Linux: / et ¢/ opt / novel | / novel | - pr oxydhcp. conf
2 Edit the configuration settings according to the instructions within the file.
3 Save the changes.
4 On acommand line, enter the following:
Windows: In the Services dialog box, right-click Novell Proxy DHCP Service, then select Restart.
Linux:/etc/init.d/ novell-proxydhcp restart

You can set any of the IP address fields to 0.0.0.0 in the configuration utility. The server replaces
these entries with the IP address of the first network adapter installed in the server.

Configuring Novell-pbserv
Novell-pbserv provides imaging services to the devices.
Use the following steps to modify the settings of novell-pbserv:

1 Open the following file in an editor:
Windows: %ZENWORKS _HOVE% conf\ preboot \ novel | - pbserv. conf
Linux: / et ¢/ opt/ novel | / zenwor ks/ pr eboot / novel | - pbserv. conf
2 Edit the configuration settings according to the instructions within the file.
3 Save the changes.
4 On acommand line, enter the following:

Windows: In the Services dialog box, right-click Novell ZENworks Preboot Service, then select
Restart.

Linux:/etc/init.d/ novel | -pbserv restart

Configuring Novell-zmgprebootpolicy

Novell-zmgprebootpolicy is used to check if there are any imaging actions that need to be performed
on the device. It forwards requests to novell-pbserv on behalf of PXE devices.

Use the following steps to modify the settings of novell-zmgprebootpolicy:

1 Open the following file in an editor:
Windows: %ZENWORKS _HOVE% conf\ preboot \ novel | - zngpr eboot pol i cy. conf
Linux: / et ¢/ opt/ novel | / zenwor ks/ pr eboot / novel | - zmgpr eboot pol i cy. conf
2 Edit the configuration settings according to the instructions within the file.
3 Save the changes.
4 On acommand line, enter the following:

Windows: In the Services dialog box, right-click Novell ZENworks Preboot Policy Service, then
select Restart.

Linux:/etc/init.d/ novel I -znmgprebootpolicy restart
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Configuring the DHCP Server

The DHCP server needs to have option 60 (decimal) added to the DHCP tags if the Proxy DHCP and
DHCP servers are running on the same physical server. This option should be a string type and must
contain the letters PXEClient.

For more information, see “Configuring LAN Environments for Preboot Services” on page 65.

Configuring IP Port Usage

This section describes the network ports used by Preboot Services. Using the information in this
section, you can configure routers to correctly forward the network traffic generated by Preboot
Services. For further information about configuring routers, see Section 2.4.2, “Deploying Preboot
Services in a Network Environment,” on page 61.

Preboot Services uses both well-known and proprietary IP ports.

The well-known IP ports include:

*

67 Decimal: The Proxy DHCP server listens on this port for PXE information requests. This is the
same port used by a standard DHCP server.

*

68 Decimal: The DHCP/Proxy DHCP server responds to client requests on this port. This is the
same port used by a standard DHCP server.

*

69 Decimal: The TFTP server listens on this port for file requests from PXE devices.

*

4011 Decimal: When running on the same server as the DHCP service or daemon, the Proxy
DHCP server listens on this port for PXE information requests.

The proprietary IP ports include:

+ 998 Decimal: Novell-pbserv client connection port. It receives all connection requests from the
Preboot Services devices on this port.

+ 13331 Decimal: Novell-zmgprebootpolicy client connection port. It receives all connection
requests from the PXE devices on this port.

Although PXE devices make their initial requests to novell-tftp and novell-zmgprebootpolicy on the
ports listed above, the remainder of the transactions can occur on any available port. For this
reason, Imaging Servers cannot be separated from their clients by a firewall.

IMPORTANT: Novell-tftp and novell-zmgprebootpolicy are not firewall or network filter friendly. You
should not attempt to run these services or daemons through a firewall. If users need to pass
preboot work through a firewall, then all Preboot Services work needs to be on the outside and
merely reference a Web service inside the firewall.

Editing the Novell Preboot Services Menu

Depending on the configuration settings for Preboot Services in ZENworks Control Center, PXE
devices might be able to display the Novell Preboot Services Menu during the boot process. The
menu has the following options:

+ Start ZENworks Imaging

+ Start ZENworks Imaging Maintenance

Setting Up Preboot Services and Imaging



+ Disable ZENworks Partition
+ Enable ZENworks Partition
+ Exit

For information on configuring how the menu used, see Section 2.5.1, “Configuring Novell Preboot
Services Menu Options,” on page 78.

There might be circumstances when you want to modify the options on the Novell Preboot Services
Menu. You can customize these options by editing a text file contained on the Imaging Server. For
example, you can:

+ Add, delete, and modify menu options

+ Add submenu items

+ Change the color scheme

+ Change the menu title and screen name
The following procedures should be done on each Imaging Server where you want to customize the
menu.

+ “Editing the Menu” on page 73

+ “Editing the Menu for UEFI” on page 75

Editing the Menu

To edit the menu perform the following:
1 In a text editor, open the following file on an Imaging Server where the ZENworks Proxy DHCP

server (novell-proxydhcp) is running:

For BIOS:
+ Windows: %ZENWORKS HOVE% shar e\ t f t p\ pxemenu. t xt
¢ Linux:/srv/tftp/ pxemenu.t xt

For UEFI:
+ Windows: Y%ZENWORKS HOVE% srv\tftp\efilx86 64\ pxenenu.t xt
¢ Linux:/srv/tftp/efi/x86_64/pxenenu.t xt

IMPORTANT: If you want to save the default options for this menu, we recommend that you
make a backup copy of pxemenu. t xt, such as pxenmenu_ori g. t xt.

For example:
The following is the content of the default menu’s pxenenu. t xt file:
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#This file descri bes a PXEMenu

ScreenNane = Novel | Preboot Services Menu
Screenlnfo = Version 2.0 July, 2007
MenuTitl e = ZENwor ks Preboot Options

For mat Version = 2

#The screen colors determne the color of the main part of the nenu
screen

ScreenCol or = bright _white

Scr eenBackgroundCol or = bl ue

#The info colors determne the color of the screen information at the
top

#of the menu screen

I nfoCol or = yel | ow

I nf oBackgr oundCol or = bl ue

#The hint colors determine the color of the hint line at the bottom of
the screen

HintColor = It_cyan

Hi nt Backgr oundCol or = bl ue

#The menu col ors deternmine the color of the nenu box and nenu title
MenuCol or = yel | ow
MenuBackgr oundCol or = bl ue

#The option colors determne the color of the menu option
OptionCol or = BRI GHT_WH TE
Opt i onBackgroundCol or = BLUE

#The chosen colors determne the color of the high-1ighted option
ChosenCol or = BRIGHT_WH TE
ChosenBackgr oundCol or = RED

#The 'forced option' is the option that will be automatically
#executed wi thout presenting a nenu to the user. It MJST be an
#option on the first ('Main' by default) nenu. The follow ng
#exanple will force 'Start ZENwor ks |magi ng Mai nt enance’

#For ceOpti on=2

StartMenu = Main

#Note: The original version of the pxemenu.txt file does not

# requi re submenus, but exanple syntax is provided in

# comments for denonstration purposes.

[ Mai n]

MenuTitl e = ZENwor ks Preboot Options

option = execute ; "Start ZENworks I nmaging" ; "ZENworks | naging
in Automated Mode" ; pxelinux.0 ; z_auto.cfg

option = execute ; "Start ZENworks | nagi ng Mai nt enance”

"ZENwor ks 1 magi ng Linux Session in Interactive Mde"
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pxelinux.0 ; z_maint.cfg

option = execute ; "Disable ZENworks Partition" ; "Disable
Exi sting ZENworks partition" ;pxelinux.0 ; z_zpdis.cfg
option = execute ; "Enable ZENworks Partition" ; "Re-enable
Exi sting ZENworks partition" ;pxelinux.0 ; z_zpen.cfg
#option = subnenu ; "Sub Menu Qptions >>" ; "Subnmenu exanple with
nore options" ; SUBMenu
option = exit ; "Exit" ; "Boot to local hard drive"
#[ SUBMeNnuU]
#MenuTitl e = Sub Menu Options
#option = execute ; "Sub Menu #1" ; "Description for sub nmenu #1"
# pxel i nux.0 ; subnenul.cfg
#option = execute ; "Sub Menu #2" ; "Description for sub nmenu #2"
# pxel i nux.0 ; subnenu2.cfg
#option = return ; "Return"” ; "Return to main nmenu"
#option = exit ; "Exit" ; "Boot to |local hard drive"

2 To change the appearance of the menu, edit the first seven sections (title and colors).

To change colors, the settings you enter must be selected from the following:

BLACK RED GRAY LT_GREEN
BLUE MAGENTA YELLOW LT_CYAN
GREEN BROWN BRIGHT_WHITE LT_RED

CYAN WHITE LT_BLUE LT_MAGENTA

3 To change the menu options, edit the sections under [ Mai n] .

The menu options, their hint descriptions, the pxel i nux. 0 executable, and configuration file
(. cf g) are listed on the option = line.

4 When you are finished, save the pxenenu. t xt file.

Editing the Menu for UEFI

To edit the menu for UEFI:

1 In a text editor, open the following file on an Imaging Server where the ZENworks Proxy DHCP
server (novell-proxydhcp) is running:
Windows: Y%ZENVWORKS HOVE% share\tft p\ efi\x86_64\ pxenenu. t xt

Linux:/srv/tftp/efi/x86_64/ pxemenu. t xt

IMPORTANT: To save the default options for this menu, we recommend that you make a backup
copy of pxenenu. t xt .

The following is the content available in the pxenmenu. t xt file of the default menu:
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#This file descri bes a PXEMenu

ScreenNane = Novel |l Preboot Services Menu
Screenl nfo Version 1.0 Dec, 2012
MenuTitl e = ZENwor ks Preboot Options

Format Version = 2
Mai nOpt i onCount = 10
SubOptionCount = 5

#The screen colors determne the color of the main part of the nenu
screen

ScreenColor = bright_white

Scr eenBackgroundCol or = bl ue

#The info colors determne the color of the screen information at the
top of

#t he nenu screen

I nfoCol or = yel | ow

I nf oBackgr oundCol or = bl ue

#The hint colors determine the color of the hint line at the bottom of
the screen

HintColor = It_cyan

Hi nt Backgr oundCol or = bl ue

#The menu colors deternmine the color of the nenu box and nenu title
MenuCol or = yel | ow
MenuBackgr oundCol or = bl ue

#The option colors determne the color of the menu option
OptionCol or = BRI GHT_WHI TE
Opt i onBackgroundCol or = BLUE

#The chosen colors determne the color of the high-1ighted option
ChosenCol or = BRIGHT_WH TE
ChosenBackgr oundCol or = RED

#The 'forced option' is the option that will be automatically executed
wi t hout presenting

#a menu to the user. It MJST be an option on the first ('Main' by
defaul t) nmenu

#The following exanple will force 'Start ZENworks | nagi ng M nt enance
#For ceOpti on=2

StartMenu = Main
#Note: The original version of the pxemenu.txt file does not require
subrmenus, but exanple

# syntax is provided in coments for denonstration purposes.

[ Mai n]
MenuTitl e = ZENwor ks Preboot Options
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option = "execute; Start ZENworks | magi ng; ZENwor ks | nagi ng i n Aut onat ed
Mode; ef i / x86_64/; efi / x86_64/ z_aut 0. conf"

option = "execute; Start ZENworks | magi ng Mai nt enance; ZENwor ks | magi ng

Li nux Session in Interactive Mde;efi/x86_64/;efi/x86_64/z_maint.conf"
option = "execute; D sabl e ZENworks Partition; Di sabl e Exi sting ZENwor ks
partition;efi/x86_64/;efi/x86 64/z zpdis.conf"

option = "execut e; Enabl e ZENworks Partition; Re-enabl e Exi sting ZENwor ks
partition;efi/x86_64/;efi/x86 _64/z zpen.conf"

#option = "subnenu; Sub Menu Options >>; Subnenu exanple with nore
optionsl; SUBMenu"

option = "exit;Exit;Boot to |ocal hard drive"

#[ SUBMeNU]

#MenuTitle = Sub Menu Options

#option = "execute; Sub Menu 1; Description for sub menu 1;efi/x86_64/
;efi/x86_64/ submenul. conf"

#option = "execute; Sub Menu 2; Description for sub menu 2;efi/x86_64/
; ef i/ x86_64/ submenu2. conf ™"

#option = "return; Return; Return to main nenu”

#option = "exit; Exit;Boot to |local hard drive"

To change the appearance of the menu, edit the first seven sections (title and colors).

To change colors, select the related settings from the following:

BLACK RED GRAY LT_GREEN
BLUE MAGENTA YELLOW LT_CYAN
GREEN BROWN BRIGHT_WHITE LT_RED

CYAN WHITE LT_BLUE LT_MAGENTA

To change the menu options, edit the sections under [ Mai n] .

The menu options, their hint descriptions, the boot x64. ef i executable, and configuration file
(. conf ) are listed on the option = line.

Example 2-1 Example:

option = "execute; Start ZENworks | magi ng; ZENwor ks | nmagi ng i n Aut onat ed
Mode; ef i / x86_64/ boot x64. ef i ; ef i / x86_64/ z_aut 0. conf"

In the example listed above:
¢ Start ZENwor ks | magi ng is the menu entry.
¢ ZENwor ks I naging in Automat ed Mbde stands for description of the menu entry.
+ ef i/ x86_64/ boot x64. ef i is the executable binary.
+ ef i/ x86_64/z_aut 0. conf is the configuration file.
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2.5

2.5.1

NOTE: The recommended maximum characters:
¢+ Menu entry: 35

+ Description of the menu entry: 77

4 When you are finished, save the pxenenu. t xt file.

Configuring Preboot Services Defaults for ZENworks
Imaging

You can configure Preboot Services default settings for a ZENworks Management Zone. These are
settings that apply globally to all devices in the Management Zone.

Some of these settings enable you to automatically register devices with the ZENworks Server, and
some can be overridden by configurations done for devices or folders containing devices. For more
information, see Section 2.6, “Overriding Preboot Services Defaults,” on page 95.

The following default settings can be configured in ZENworks Control Center:

+ Section 2.5.1, “Configuring Novell Preboot Services Menu Options,” on page 78
+ Section 2.5.2, “Configuring Non-Registered Device Settings,” on page 79
+ Section 2.5.3, “Configuring Device Imaging Work Assignments,” on page 82

+ Section 2.5.4, “Configuring the Server Referral List,” on page 94

*

Section 2.5.5, “Configuring Intel Active Management Technology (AMT),” on page 95

Configuring Novell Preboot Services Menu Options

The Novell Preboot Services Menu provides options for how Preboot Services can be used on your
devices. The following options are presented when the menu is displayed:

Table 2-6 Novell Preboot Services Menu Options

Menu Option Function

Start ZENworks Imaging Executes the assigned Preboot Services bundles.

Start ZENworks Imaging Displays the imaging maintenance mode prompt, where you can
Maintenance execute imaging commands.

Disable ZENworks Partition Prevents an existing ZENworks partition from being used when
booting to execute the assigned Preboot bundles.

Enable ZENworks Partition Allows an existing ZENworks partition to be used when booting to
execute the assigned Preboot bundles.

Exit Resumes booting of the device without doing any Preboot bundle
work.
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2.5.2

Generally, if your Preboot Services work is completely automated, you should select to never display
the Novell Preboot Services Menu on the device when it boots. Conversely, if you need to do manual
Preboot Services functions for some or all devices, then select to always display the menu. A
compromise is where you select to display the menu if Ctrl+Alt is pressed, allowing unattended
Preboot Services work while allowing you the opportunity to display the menu when needed.

IMPORTANT: PXE must be enabled on the device for the menu to be displayed.

To determine whether the Novell Preboot Services Menu is displayed on your devices when they
boot:

1 In ZENworks Control Center, click Configuration in the left pane to display the Configuration tab,
then if it’s not expanded, click Management Zone Settings.

2 Click Device Management to expand its listing, then select Preboot Services to display the
configuration sections.

3 Locate and expand the Preboot Menu Options section.
4 Select one of the following:
+ Always Show Imaging Menu
+ Never Show Imaging Menu
+ Show Imaging Menu if CTRL+ALT Pressed
5 To provide PXE boot options, specify them in the PXE Kernel Boot Parameters field.
Each parameter should be separated by a space.
6 Click either Apply or OK to save the change.

This sets the default menu display mode for the Management Zone. This can be overridden at
the folder or device level. For more information, see Section 2.6, “Overriding Preboot Services
Defaults,” on page 95.

Configuring Non-Registered Device Settings

The following configurations can be set after a device is imaged. The settings are applied to devices
that are not registered in the Management Zone and are placed in the devices’ image-safe data.

For more information, see Section 1.4.3, “Non-Registered Device Settings,” on page 26.
To configure default ID settings for non-registered devices:
1 In ZENworks Control Center, click Configuration in the left pane to display the Configuration tab,

then if it’s not expanded, click Management Zone Settings.

2 Click Device Management to expand its listing, then select Preboot Services to display the
configuration sections.

3 Locate and expand the Non-Registered Device Settings section:
4 Fill in the fields:
DN Suffix: Provides a suffix for all of your device’s names.

For example, if you enter “provo.novell.com” and a device’s name is “devicel,” that device’s full
name becomes “devicel.provo.novell.com.”

Workgroup: Specify the Windows workgroup that you want the device to be a member of.
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The workgroup is made part of the image for the device.

Name Servers: To control what DNS servers the device uses, specify a DNS name server, then
click Add to place it into the listing.

So that a booting device can find a name server efficiently, specify multiple DNS name servers.

For optimal availability of a DNS server for a device, you can rearrange the order using Move up
and Move down, one name server entry at a time.

You can delete multiple name servers by selecting them and clicking Remove.

Device Name: You can specify the default device names for non-registered devices. The name is
applied after the device is imaged.

This can be useful for when you have multiple devices to be imaged. You can automatically
provide unique names for each device (from its BIOS asset tag or its BIOS serial number), as well
as group devices by providing the same prefix for their names.

+ Use Prefix: : This provides a common prefix to the device names, such as Lab1, to
distinguish them from the devices in Lab2. This can be useful when doing bulk imaging of
certain groups of devices. It is limited to 8 characters.

If this option is used, the prefix you enter here is appended with a random string of letters
and numbers to make the device name 15 characters long. Underscores and hyphens are
valid in your prefix. The remaining random string uniquely names the device.

For example, if you enter Lab1_, then ten other characters are randomly generated to
complete the name with Lab1 separated from the random characters by the underscore for
readability.

+ Use BIOS Asset Tag: This is the asset tag stored in the device’s BIOS, which is unique for
every device. This can be useful for tracking a device based on its asset tag.

+ Use BIOS Serial Number: This is the serial number stored in the device’s BIOS, which is
unique for every device. This can be useful for tracking a device based on its serial number.

NOTE: To know the correct hardware or the BIOS information that the Imaging Engine will
use, run thei ng -i nf o command in the Maintenance mode.

+ Do Not Automatically Assign a Name: Select this option if you do not want to use any of
the above options. This is the default option.

IP configuration: You can select either Use DHCP or Specify address List to identify devices for
Preboot Services work.

These are the settings that the device is told to use after it is imaged. It uses them for Preboot
Services work any time it reboots.

For IP configuration, select one of the following options:
+ Use DHCP: Allows the devices to be dynamically assigned with IP addresses.

+ Specify Address List: Uses IP addresses to identify your devices. The addresses you add to
the list are available to be used by your devices. This way, you can specify a range of IP
addresses or individual IP addresses that you want your devices to use. For example, you
can ensure that all of your lab devices use addresses between 10.0.0.5 and 10.0.0.25.
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If you select Specify Address List, perform the tasks contained in the following table:

Task

Steps

Additional Details

Add an IP address
range

Remove IP
addresses from the
IP Address
Configuration
listing

Remove displayed
IP address ranges
from the Range
Information dialog
box

1.

In the IP Address Configuration
panel, click Add to open the
Range Information dialog box.

Specify a subnet mask in the
Subnet in CIDR Notation field.

Device IP address ranges are
provided by subnet masks.

. Specify the subnet’s gateway in

the Default Gateway field.

This assigns devices to the
gateway for access to the
Internet or network after the
device has been imaged and
rebooted.

To place IP addresses in the
Available Address Ranges field,
specify an address range using
CIDR notation in the Add field,
then click Add.

. Toremove an IP address range

from the Available Address
Ranges list, select the entry then
click Remove.

You can only remove address
ranges, not specific IP addresses
within a range.

Click OK to place the address
ranges into the IP Address
Configuration listing in the Non-
Registered Device Settings
section.

Select the check boxes for one
or more IP address entries in the
list, then click Remove.

In the IP Address Configuration
panel, click Edit to open the
Range Information dialog box.

In the Used Address Ranges
section, select an IP address
range in the listing, then click
Remove Range.

After a device is imaged, IP settings
are applied to the device. The IP
address that gets assigned to the
imaged device is no longer displayed
in the available list, but is instead

listed in the Used Address Ranges list.

The Used Address Ranges list in the
Range Information dialog box
indicates those that are currently
being used by devices in the zone.

With CIDR (Classless Inter-Domain
Routing) notation, the dotted decimal
portion of the IP address is
interpreted as a 32-bit binary number
that has been broken into four 8-bit
bytes. The number following the slash
(/n) is the prefix length, which is the
number of shared initial bits,
counting from the left side of the
address. The /n number can range
from 0 to 32, with 8, 16, 24, and 32
being commonly used numbers. For
example:

+ 123.45.678. 12/ 16 matches
all IP addresses that start with
123.45

¢ 123.45.678. 12/ 24 matches
all IP addresses that start with
123.45.678
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Task Steps Additional Details

Remove specific IP 1. Inthe IP Address Configuration

addresses from the panel, click Edit to open the
Range Information Range Information dialog box.
dialog box 2. Inthe Used Address Ranges

section, enter a specific IP
address or a range of addresses
in the Remove field, then click

Remove.
Edit an IP address 1. Select the check boxes for an IP
entry address entry in the list, then

click Edit to open the Range
Information dialog box.

2. Modify the information as
necessary.

3. Click OK to save the changes.

5 Click either Apply or OK to save the changes.

This sets the default device ID method for the Management Zone.

2.5.3 Configuring Device Imaging Work Assignments

You can determine what imaging work is to be performed on a device when it boots, based on a set
of hardware rules. This configuration section lets you specify a particular bundle for each set of
hardware rules. The Custom Hardware Types section allows you to provide specific data for a
Hardware Type hardware rule option.

All rules and custom types configured here are applied globally to all managed devices in the
Management Zone. However, only those devices that exactly match the rule and its custom types
have the assigned bundle applied to them when they boot.

For more information, see Section 1.4.4, “Device Imaging Work Assignment,” on page 27.
To configure default imaging work assignments for non-registered devices:
1 In ZENworks Control Center, click Configuration in the left pane to display the Configuration tab,

then if it’s not expanded, click Management Zone Settings.

2 Click Device Management to expand its listing, then select Preboot Services to display the
configuration sections.

3 Locate and expand the Device Imaging Work Assignment section.
4 Configure the following:

+ “Hardware Rules” on page 83

¢ “Custom Hardware Types” on page 91

+ “Allow Overwrites” on page 94

5 Click either Apply or OK to save the changes.

This sets the default imaging work assignments for devices registered in the Management Zone.
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Hardware Rules

You can specify hardware-based rules for a Preboot bundle. This enables any device matching those
rules to have the specified bundle applied to it when it boots.

For example, you can create a rule that applies a bundle to any device with at least 512 MB of RAM
and 150 GB of hard drive space.

A work rule is made up of filters that are used to determine whether a device complies with the rule.
The rules use logic to determine whether a device meets the requirements for applying the Preboot
bundle. The AND, OR, and NOT logical operators are used for creating filtering for the rule.

When a device is seeking work to be done, it scans the rules until it finds a rule where all of the rule’s
filters match the device, then executes the bundle assigned to the rule.

The following table lists the tasks you can perform to configure hardware rules:

Table 2-7 Hardware Rules Tasks

Task Steps Additional Details

Add a hardware rule 1. Click Add next to the Hardware The information that you configure in the
Rules list box, which opens the Rule Rule Construction dialog box comprises
Construction dialog box. one rule. You can add multiple rules.

2. To create the hardware rule, follow
the instructions contained in “Rule
Construction” on page 84.

Each time you click Add to use the Rule
Construction dialog box, you can select
the same bundle as the previous time
3. After exiting the Rule Construction  that you used the dialog box, or you can
dialog box, click Apply at the bottom select a different bundle for the rule.
of the configuration page to save the

Only the first hardware rule that is
new rule.

matched is used when a device boots to
apply the assigned bundle.

Edit a hardware rule 1. Select a hardware rule, then click
Edit, which opens the Rule
Construction dialog box in edit
mode.

2. To edit the hardware rule, follow the
instructions contained in “Rule
Construction” on page 84.

3. After exiting the Rule Construction
dialog box, click Apply at the bottom
of the configuration page to save the
rule’s changes.
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Task Steps Additional Details

Disable or enable a 1. Select a hardware rule, then click This is the only way to change the status
hardware rule Edit. of a hardware rule.

2. In the Rule Construction dialog box,
select the check box for Enabled to

Whether a hardware rule is enabled or
disabled is indicated in the Hardware

enable or disable it. Rules list box. For example, Enabl ed -
3. Click Apply at the bottom of the Asset Tag Rul e.

configuration page to save the rule’s

change.

Rearrange the order 1. Select one hardware rule, then click The hardware rule order is important

of the hardware rules either Move Up or Move Down. because when the device boots, the first
rule that is found to match the device is
used to apply the bundle. The other rules
are ignored.

You cannot move multiple rules at
one time.

2. Repeat as necessary to arrange the

order of the hardware rules. This means that only one bundle can be

applied to a booting device by virtue of a

3. Click Apply at the bottom of the hardware rule match.
configuration page to save the new
rule order.
Remove hardware 1. Select one or more hardware rules, You can use the Ctrl or Shift keys to select
rules then click Remove. multiple hardware rules to remove them
from the list.

2. Click Apply at the bottom of the
configuration page to cause removal

If you remove a hardware rule, any work
of the rules from the list.

you did to create it is lost. Removed rules
do not have any of their information
saved anywhere. Therefore, if you only
want to remove the rule temporarily, take
note of the rule’s content before deleting
it so that you can more easily re-create it.
For example, either select it and click Edit
and note the data, or take a screen shot
of the dialog box.

Hardware Rule Configuration

+ “Rule Construction” on page 84

+ “Rule Variables” on page 86

Rule Construction

Understanding rule logic is important in using this dialog box. For more information, see “Rule Logic”
on page 89.

To configure a hardware rule:

1 If you plan to select Hardware Type when constructing a rule, you must first configure the
hardware type.

For instructions, see “Custom Hardware Types” on page 91.

2 Click Add in the Hardware Rules section to display the Rule Construction Dialog box.
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NOTE: To know the correct hardware or the BIOS information that the Imaging Engine will use,
runthei ng -i nf o command in the Maintenance mode.

In the Rules Construction dialog box, fill in the following fields and select or deselect the
options:

Rule Name: This name is displayed in the rules listing on the Preboot Services page in the Device
Imaging Work Assignment section. Make it descriptive enough that you can later remember its
purpose.

Bundle to Apply: When a device is seeking work to be done, it scans the rules until it finds a
rule where all of the rule’s filters match the device, then executes the bundle assigned to the
rule. Each rule can be applied to only one bundle.

Because the rules, not the bundles, are listed in the Device Imaging Work Assignment section,
you can apply multiple rules to a given bundle. This means that a bundle has multiple chances
to be selected for device imaging work.

When multiple rules are listed, the first rule with criteria to match a device causes that rule’s
assigned bundle to be applied to the device.

If no rules match a device, then none of the applicable bundles are applied to the device.
PXE Kernel Boot Parameters: Select one of these two options:

+ Use the Parameters Configured in Imaging Menu Options: This causes the rule to use the
default boot parameters for the Management Zone.

+ Use These Parameters: Only the boot parameters that you specify here are used for this
rule.

Each parameter should be separated by a space.

Enabled: This is the only way that you can temporarily disable a hardware rule. It is enabled by
default.

The rule’s status is shown by the first word in the work rules listing on the Preboot Services
page. For example, Enabl ed - Asset Tag Rul e.

Force Download: Forces the download of the assigned bundle, even if it matches the most
recently installed bundle. By default, downloading the hardware rule is not forced.

By default, ZENworks imaging does not reimage a machine containing the same image. This
option allows you to force the image to be reapplied to the device. For example, you might want
to refresh all of your lab machines for the next use of the lab.

IMPORTANT: Use this option cautiously. It can create an endless loop, because the option
remains selected after an image has been applied. If you image a device that remains non-
registered after it is imaged, it is reimaged with the same image over and over each time it
boots. To prevent this, edit this hardware rule and deselect this option after you have imaged
the applicable devices.

Using the Rule Logic fields and options, create the hardware rule expression using the following
options:

+ Add Filter: Adds the new filter at the end of the list of filters.

Because the filter is added to the end of the last filter set, you cannot use this option to
select which filter set to add it to. Use the Insert Filter option to add a filter into an earlier
filter set.
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NOTE: In the Firmware Type for Rule Construction filter you can assign bundles to devices
based on firmware type and architecture. Allowed values are bios32, bios64, uefi32 and
uefi64 or any of the substrings.

+ Add Filter Set: Adds a new set of filters, beginning with one filter in the set. The filter set
order cannot be rearranged.

+ Insert Filter: Allows you to insert a new filter either above or below the selected filter. This
also enables to you specify which filter set to add a filter to.

+ Delete: Removes the selected filters from the rule.

+ Combine Filters Using: The default is to have filters ANDed and filter sets ORed. You can
use this field to reverse these Boolean functions for the filters and sets.

Using OR for filter sets means that all filters in a set must be matched to apply the rule, but
any of the sets can be matched to apply the rule.

Using AND for the filter sets means the reverse. At least one filter in each set must be
matched for the rule to be applied.

An expression consists of a criteria option, operator, and value, and in some cases, a qualifier.
For example:

RAM (in MB) =< 512 MB

RAM (i n MB) is the criteria option, =< is the operator, 512 is the value, and MB is the qualifier.

If necessary, you can use NOT (in the first blank field with a down-arrow) to perform a logical
negation of the expression. For example:

NOT RAM (in MB) =< 512 MB

In the above example, the rule is applied only to devices with less than 512 MB of RAM.
You can use more than one expression for the rule. For example:

RAM (in MB) =< 512 MB or

Hard Drive Size (in MB) < 20 GB

Hardware Type displays in the criteria options list only if you have previously configured a
custom hardware type and saved it by clicking Apply at the bottom of the Preboot Services
configuration page.

IMPORTANT: Be aware of the possibility of creating conflicting filters or rules. For example, if
you specify a RAM condition in multiple filters, make sure the effective logical operators where
each is configured make sense for the megabyte values that you enter. In other words, if two
filters are both required (ANDed), you would not want one filter to require exactly 512 MB of
RAM and the other to specify at least 512 MB of RAM.

5 Click OK to exit the dialog box and place the new hardware rule into the Hardware Rules list box
on the Preboot Services configuration page.

Rule Variables
The Rule Variables tab enables you to define rule variables for the following Preboot bundles:

¢ Linux Imaging Script
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+ WinPE Imaging Script
¢ AutoYaST

+ Kickstart

+ MDT Deployment

The defined system variables takes the following precedence order. Variable defined at bundle being
the highest and zone being the lowest precedence order:

¢ Bundle

¢ Device

+ Device Folder
+ Rule

¢ Zone

The following table lists the tasks that can be performed to manage the system variables:
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Task Steps Additional Details

Add a variable 1. Click Add, provide the name and | Let us consider an example of Preboot
value for the variable, then click | bundle with the following script:
OK.

img —rp windows7 _x64.zmg
2. Click Apply.
Using System Variables, you can
define a generic script as shown

below:
img -rp S|image_name|

Where image_name is a system
variable which gets resolved based on
the precedence order.

When configuring system variables for
a preboot bundle, you can override
the system variables value based on
the precedence order by defining a
new variable with the same name but
a different value. For example, if a
variable is define at the zone level
(image_name=

wi ndows8_x64. zng), and you have
defined a variable at the rule level
(image_name

=W ndows7_x64. zng), the system
variable defined at the rule level will
take precedence over the zone level.
S|image_name]| will resolve to
windows7_x64.zmg and the following
script will be executed on the device:
ing -rp W ndows7_x64. zny

Variable names cannot include spaces
and must be unique at the level
where they are defined. Variable
values cannot include the characters
& and <.

Remove a variable 1. Select the check box next to the
variable (or variables).

2. Click Remove.

3. Click Apply.

Edit a variable 1. Select the check box next to the
variable.

2. Click Edit.

3. Modify the Name and Value
fields as desired, then click OK.

4. Click Apply.
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Task Steps Additional Details

Use a variable Use the following syntax:
$| VAR _NAME]|

Replace VAR_NAME with the name of
the variable.

Rule Logic

A rule is made up of one or more filters that are used to determine whether a device complies with
the rule. The Rule Construction dialog box begins with one empty filter. A device must match the
entire filter list of a rule (as determined by the logical OR nd AND operators that are explained
below) for the rule to apply to the device.

Afilter is a row of fields providing a condition that must be met by a device in order for the bundle to
be applied. For example, you can add a filter to specify that the device must have exactly 512 MB of
RAM in order to be accepted by the rule, and you can add another filter to specify that the hard
drive be at least 20 GB in size. There is no technical limit to the number of filters that you can add in
the rule, but there are practical limits, such as:

+ Designing a rule that is easy to understand

+ Devising the rule so that you do not accidentally create conflicting filters

+ Being able to view the dialog box as it grows in size because of the filters and filter sets that you

add

Filters can be added individually or in sets. Each set contains logical operators within the set and
logical operators determine the association between the sets.

By default, the logical operator AND is displayed for the filters within a set in the Combine Filters
Using field (which you can change), and OR is displayed in the Filter Sets Will Be Combined Using field
(display-only). If you change the Combine Filters Using field to OR, the Filter Sets Will Be Combined
Using field then displays AND.

You can think of filters and filter sets as using algebraic notation parentheticals, where filters are
contained within parentheses, and sets are separated into a series of parenthetical groups. Logical
operators (AND and OR) separate the filters within the parentheses, and the operators are used to
separate the parentheticals.

For example, “(u AND v AND w) OR (x AND y AND z)” means “match either uvw or xyz.” In the Rule
Construction dialog box, it looks like this:

u AND
v AND
W
R
x AND
y AND
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Filter sets cannot be nested. You can only enter them in series, and the first filter set to match the
device (the default of OR) is used to validate the rule so that the bundle can be applied to do imaging
work on the device.

The order in which filters and filter sets are listed does not matter. For the OR operator, the first to
be met satisfies the rule. For the AND operator, all items must be met to satisfy the rule.

TIP: You can easily run a test to see how these logical operators work. Access the Rule Construction
dialog box, click both the Add Filter and Add Filter Set options a few times each to create a few filter
sets, then switch between AND and OR in the Combine Filters Using field and observe how the
operators change. Then, either select the filters that you added and click Delete, or click Cancel to
exit the Rule Construction dialog box.

You can set up the conditions for a rule by adding all of the filters and filter sets that you need to
identify the type of device you want to match. You typically do not need to set up complex rules.
However, because you can apply multiple rules to a bundle, you can further complicate the use of
logical operators, because each rule is considered to be an OR condition for the bundle, causing the
bundle to be applied if any one of the rules matches the device.

For example, you could create several rules for the bundle with each rule being a long listing of AND
conditions to be met. This means that each rule becomes a specific set of criteria for a device to
meet, causing the bundle to be applied if one is met. Conversely, if you add that same amount of
information into one rule (using filter sets for the AND and OR conditions), it might make the dialog
box so long that it becomes unmanageable.

To determine what you need, consider the following possibilities:

+ One filter set with multiple filters
+ Multiple filter sets with only one or a few filters per set
+ Multiple filter sets each with multiple filters

+ Multiple rules per bundle

Remember that the logical operators for filters within a set are the opposite of the operators
between the sets, and all rules for a bundle use the OR condition. For example, suppose you are
selecting the operator in the Combine Filters Using field:

Table 2-8 OR and AND Operator Explanations

Operator Within Filter Sets Between Filter Sets Multiple Rules Per
Bundle
OR Only one filter in the set needs to Each filter set must have one The first rule that applies
apply to the device (OR filter in it that applies to the is used (OR condition).

condition). The first filter that device (AND condition).
applies is used.

AND All filters within the set must Only one filter in the set must The first rule that applies
apply to the device (AND apply to the device (OR is used (OR condition).
condition). condition). The first filter that

applies is used.
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Obviously, adding filter sets complicates the use of logical operators, and adding multiple rules to
the bundle further complicates it. Therefore, carefully plan how to configure your information
before using the Rules Configuration dialog box.

Custom Hardware Types

Custom hardware types enable you to include any devices matching your custom type to have the

bundle assigned to the hardware rule applied to them when the devices boot. For example, you can

create a rule that applies the bundle to any device that is a laptop by entering the applicable string

as a custom hardware type, selecting Hardware Type in the Rule Construction dialog box, then
selecting your custom type.

The Hardware Type option does not display in the Rule Construction dialog box until at least one
custom type has been configured.

The following table lists the tasks you can perform to configure custom hardware types:

Table 2-9 Custom Hardware Type Tasks

Task

Steps

Additional Details

Add a custom
hardware type

Edit a custom
hardware type

1. Click Add next to the Custom
Hardware Types list box, which
opens the Custom Hardware Type
dialog box.

2. To create the custom hardware type,
follow the instructions contained in
“Custom Hardware Type Dialog Box”
on page 92.

3. After exiting the Custom Hardware
Type dialog box, click Apply at the
bottom of the configuration page to
save the new custom type.

1. Select a custom hardware type, then
click Edit, which opens the Custom
Hardware Type dialog box in edit
mode.

2. To edit the custom hardware type,
follow the instructions contained in
“Custom Hardware Type Dialog Box”
on page 92.

3. After exiting the Custom Hardware
Type dialog box, click Apply at the
bottom of the configuration page to
save the custom type’s changes.

In the Custom Hardware Type dialog box
you can add multiple strings, which
identify specific hardware type
information in the device’s BIOS.

The set of strings that you add in the
dialog box is considered one custom
hardware type that is identified by the
name you also provide in the dialog box.

The custom type won’t display in the
drop-down list of hardware items on the
Rule Construction dialog box until you
click Apply or OK to save the
configuration.
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Task

Steps

Additional Details

Rearrange the order 1.
of the custom
hardware types

2.

3
Remove custom 1.
hardware types

2

3

Select one custom hardware type,
then click either Move Up or Move
Down.

You cannot move multiple types at
one time.

Repeat as necessary to arrange the

order of the custom hardware types.

. Click Apply at the bottom of the

configuration page to save the new
custom type’s order.

Select one or more custom
hardware types, then click Remove.

. Click OK to exit the dialog box and

save the deletions.

. Click Apply at the bottom of the

configuration page to remove the
custom types from the list.

The custom hardware type order is
important because when the device
boots, the first type that is found to
match the device is used to apply the
assigned bundle. The other types are
ignored.

You can use the Ctrl or Shift keys to select
multiple custom hardware types to
remove them from the list.

By removing a custom hardware type, any
work you did to create it is lost. Removed
types do not have any of their information
saved anywhere. Therefore, if you only
want to remove the rule temporarily, take
note of the type’s content before deleting
it so that you can more easily re-create it.
For example, either select it and click Edit
and note the data, or take a screen shot
of the dialog box.

Custom Hardware Type Dialog Box

Custom hardware types enable you to include any devices matching your custom type and to have
the bundle assigned to the hardware rule applied to them when the devices boot. For example, you
can create a rule that applies the bundle to any device that is a laptop by entering the applicable
string as a custom hardware type, then select Hardware Type in the Rule Construction dialog box and

select your custom type.

The Hardware Type option does not display in the Rule Construction dialog box until at least one
custom type has been configured.

Your custom hardware type definitions are applicable only to rules; they do not otherwise apply to

the Management Zone.

To configure custom hardware types, perform the tasks in the following table:
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Table 2-10 Custom Hardware Type Tasks

Task

Steps

Additional Details

Configure a custom
hardware type

Edit a custom
hardware type

Rearrange the order
of the strings in the
list

1.

Specify a name for the custom type
in the Hardware Type Name field.

. Specify a string in the BIOS Strings

field, then click Add to add it to the
list box.

. Repeat Step 2 for each BIOS string to

be added to this custom type.
Click OK to exit the dialog box.

. Click Apply (located at the bottom of

the Preboot Services configuration
page) to save your new custom type.

. In the Custom Hardware Type dialog

box, to edit the custom hardware
type’s name, edit the name in the
Hardware Type Name field.

. To edit a string in the list, select it,

then click Edit.

. Inthe Edit String dialog box, edit the

string, then click OK.
Click OK to exit the dialog box.

. Click Apply (located at the bottom of

the Preboot Services configuration
page) to save your custom type
changes.

. In the Custom Hardware Type dialog

box, select one string, then click
either Move Up or Move Down.

Repeat as necessary to arrange the
order of the strings.

. Click OK to exit the dialog box.

Click Apply (located at the bottom of
the Preboot Services configuration
page) to save your custom type
changes.

The new custom type does not display in
the Rule Construction dialog box until you
have clicked Apply to save it.

The strings you can enter are anything
that you want to match in the device’s
BIOS.

To determine the BIOS product names of
your servers or laptops, use the i ng -i
command at the imaging maintenance
mode prompt, which displays various
BIOS information. The BIOS information
that you need is listed in the Product
Name field. For servers and laptops, you
can enter partial strings to select all BIOS
product names containing that string.

You cannot move multiple strings at a
time.
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2.5.4

Task Steps Additional Details

Remove strings from 1. Inthe Custom Hardware Type dialog You can use the Ctrl or Shift keys to select
the list box, select one or more strings, then multiple strings to remove them from the
click Remove. list.

2. Click OK to exit the dialog box.

3. Click Apply (located at the bottom of
the Preboot Services configuration
page) to save your custom type
changes.

Allow Overwrites

Select the Allow Preboot Services to Overwrite Existing Files when Uploading check box if you want
existing . zny files to be overwritten by a newer version when the image is taken.

Configuring the Server Referral List

Referral lists are used to make sure managed devices belonging to other Management Zones can
access their home zone. For more information, see Section 1.4.5, “Server Referral List,” on page 29.

1 In ZENworks Control Center, click Configuration in the left pane to display the Configuration tab,
then if it’s not expanded, click Management Zone Settings.

2 Click Device Management to expand its listing, then select Preboot Services to display the
configuration sections.

3 Locate and expand the Server Referral List section.
4 To configure a server referral list, complete the tasks in the following sections, as applicable:

¢ “Configuring Imaging Servers in the Server Referral List” on page 94

Configuring Imaging Servers in the Server Referral List

To configure the List of Server IP Addresses and DNS Names list box, perform the tasks in the
following table:

Table 2-11 Server Referral List Configuration Tasks

Task Steps Additional Details
Add a server to the 1. In the List of Server IP Addresses You can add a range of IP addresses by
server referral list and DNS Names field, specify the typing the beginning IP address, type a

DNS name or IP address of a server  space, a dash, another space, then type
that can host preboot operations, the ending IP address of the range.
then click Add to place it into the However, these are displayed as you
list. typed them when you click Add; the
addresses within the range do not
separate into individual IP addresses in
the list.

2. Repeat as necessary to complete the
list of servers in your environment
capable of preboot operations.
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Task Steps Additional Details

Edit a listed server 1. Select a server in the list, then click
Edit.

2. In the Edit String dialog box, edit the
IP address or DNS name that is
displayed there, then click OK to
save the changes.

Rearrange the order 1. Select one server, then click either ~ You cannot move multiple servers at one
of the servers in the Move Up or Move Down. time.

server referral list 2. Repeat as necessary to arrange the

order of the servers.

Remove servers from 1. Select one or more servers, then You can use the Ctrl or Shift keys to select
the server referral list click Remove. multiple servers to remove them from the
list.

2.5.5 Configuring Intel Active Management Technology (AMT)

The Intel AMT functionality allows you to accurately identify devices, even if they have had physical
drive replacements. This sets up Preboot Services with persistent device identification by providing
ZENworks with nonvolatile memory for storing the unique device identity.

For more information, see Section 1.4.6, “Intel Active Management Technology (AMT),” on page 30.
To set up global Intel AMT enterprise names:
1 In ZENworks Control Center, click Configuration in the left pane to display the Configuration tab.

If it’s not expanded, click Management Zone Settings.

2 Click Device Management to expand its listing, then select Preboot Services to display the
configuration sections.

3 Locate the Intel Active Management Technology (AMT) panel.
4 Fill in the fields:

Name List: This list should contain at least one valid AMT enterprise name for every AMT device
in the Management Zone. Click Add to place each one into the list box.

Move Up/Move Down: Arranges the order in which the AMT names are listed. You can move
only one at a time.

Remove: To remove names from the list, select them, then click Remove.

5 Click either Apply or OK to save the changes

2.6 Overriding Preboot Services Defaults

You can determine which Novell Preboot Services Menu displays a configuration to use and whether
the menu should be displayed on a device when it boots. By default, the Management Zone
configuration applies to all folders and devices. You can override this at the folder or device level.

For more information on the Novell Preboot Services Menu options, see Section 1.4.2, “Preboot
Services Menu,” on page 25.
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The menu can be customized by editing the pxenenu. t xt file. For more information, see
Section 2.4.4, “Editing the Novell Preboot Services Menu,” on page 72.

To override the default configuration at the folder or device level:

1

In ZENworks Control Center, click the Devices in the left pane to display the Devices panel in the
Managed tab.

Select one of the following in the Name column:
+ The Details option next to the Servers or Workstations folder
+ The Servers folder, then a server contained in the folder

+ The Workstations folder, then a workstation contained in the folder

3 On the page that is displayed, click the Settings tab to display the Settings page options.

Click Preboot Services to display the Preboot Services configuration page.

5 To configure the settings for the folder or device, click Override.

The following is displayed:

Current: /Devices/Servers
Revert to settings from (System

and the Preboot Menu Options section is enabled for editing. The above text varies depending
on whether you are at the folder or device level.

Select which option to use:
+ Always Show Imaging Menu
+ Never Show Imaging Menu
+ Show Imaging Menu if CTRL+ALT is Pressed
PXE must be enabled on the device for the menu to be displayed.
Click Apply or OK.
OK: Enables the change and exits the page.

Apply: Enables the change and retains focus on the page, so you can click Revert to temporarily
disable the configuration change.

To temporarily disable the change, click Revert and the Management Zone settings for the
menu remain in effect.

2.7 Enabling PXE on Devices

To image a device using Preboot Services, you need to find out if the device is PXE capable, and then
make sure that PXE is enabled.

PXE code is typically delivered with newer devices (PC 99 compliant or later) on the NIC.

This section includes the following information:

¢ Section 2.7.1, “Enabling PXE on a PXE-Capable Device,” on page 97

¢ Section 2.7.2, “Verifying That PXE Is Enabled on a Device,” on page 97
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2.7.1

2.7.2

Enabling PXE on a PXE-Capable Device

When PXE is enabled, it can lengthen the time of the boot process slightly, so most NICs have PXE
turned off by default. To enable PXE on a PXE-capable device:
1 Access the computer system BIOS and look at the Boot Sequence options.

The PXE activation method for a device varies from one manufacturer to another, but generally
one of the following methods is used:

+ Some BIOS have a separate entry in the BIOS configuration to enable or disable the PXE
functionality. In this case, set either the PXE boot setting or the Network boot setting to
Enabled.

+ Some BIOS extend the entry that allows you to configure boot order.

2 If PXE is not listed in the Boot Sequence options and if the NIC is embedded in the motherboard,
look at the Integrated Devices section of the BIOS, which might have an option to enable PXE.
PXE might be called by another name, such as MBA (Managed Boot Agent) or Pre-Boot Service.

After enabling PXE in the Integrated Devices section, look at the Boot Sequence options and
move PXE so that it is first in the boot sequence.

3 Save any changes you have made and exit the system BIOS.

4 Reboot the device.

If the device does not have the network adapter and PXE integrated into the motherboard, it uses
the installed NIC management software to prompt you to start PXE configuration during the boot
process.

For example, many network adapters that are PXE-aware prompt you to press Ctrl+S during the boot
process to allow you to configure the PXE functionality. Other network adapters might prompt you
to press Ctrl+Alt+B or another key combination to configure PXE.

If the computer system does not have an integrated NIC, you might need to use NIC management
software to configure your NIC to support PXE. Refer to your NIC documentation for support of PXE.

On a UEFI machine, do not boot into BIOS PXE mode, as this corrupts the GPT header. Ensure that
the mode is set to UEFI Only, or Legacy Only to prevent cross PXE boot scenario.

Verifying That PXE Is Enabled on a Device

After you have activated PXE, it becomes available in the Boot section of the BIOS. PXE is correctly
enabled on a device when the device attempts to establish a PXE session during the boot process.
You can see this happening when the device pauses during the boot process and displays the
following on the screen:

CLI ENT MAC ADDR: 00 EO 29 47 59 64

The actual message displayed varies from one manufacturer to another, but you can identify it by
the obvious pause in the boot process as the device searches for DHCP.
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2.8

2.8.1

Setting Up Devices for ZENworks Imaging

The following sections cover procedures to prepare devices for imaging. The procedures that are
applicable to you depend on your imaging deployment strategy. For more information, see
Section 2.4.2, “Deploying Preboot Services in a Network Environment,” on page 61.

If you are using Preboot Services (PXE) as your imaging method, you need to enable PXE on the
device. For more information, see Section 2.3.1, “Using Preboot Services (PXE),” on page 51.

If you are using a ZENworks partition as your imaging method, you need to create the partition on
the device. For more information, see “Creating a ZENworks Partition” on page 57.

If your cloned virtual or physical machine does not boot up properly, you must disable the use of
persistent device names for networks and storages for CODE 10 products.

The following sections contain additional information:

+ Section 2.8.1, “Device Requirements,” on page 98
+ Section 2.8.2, “Enabling a Device for Imaging Operations,” on page 99

+ Section 2.8.3, “Disabling Persistent Device Names,” on page 100

Device Requirements

This section gives the requirements for using a network-connected device.

It is possible (but usually not as convenient) to image a device without connecting to the network.
Such operations can’t be fully automated.

The following are the requirements for the device:

Table 2-12 Device Requirements

Device Must Have Because

A supported Ethernet  The device must connect with the Imaging Server to store or retrieve the

card images. This connection is made when the device is under the control of the
ZENworks Imaging Engine. Therefore, make sure the device has a supported
Ethernet card. For more information, see Appendix H, “Supported Ethernet
Cards,” on page 363.

Free disk space for a Unless you are using PXE, unattended operations require a ZENworks

ZENworks partition partition to be installed on the device hard disk, so that the ZENworks Imaging

(optional) Engine can gain control when booting. The default partition size is 150 MB.
This partition is not required if you are performing manual imaging operations
using a bootable CD, DVDs or USB. Partition size can be in megabytes of disk
space.

Standard hardware NEC PC98 architecture is not supported.
architecture

PXE enabled If you are using Preboot Services, PXE must be enabled in the BIOS. For more
information, see Section 2.3.1, “Using Preboot Services (PXE),” on page 51.
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2.8.2

Device Must Have Because

Supported imaging The supported partition types for imaging are the NTFS, ReiserFS, Ext2, Ext3
partition type and Ext4 file systems.

Enabling a Device for Imaging Operations

Use one of the following methods to enable a device for auto-imaging operations:

¢ “Using PXE” on page 99

+ “Using a ZENworks Partition” on page 99

+ “Using a CD, DVD or bootable USB” on page 99
+ “Using a USB” on page 99

Using PXE

You can set up a device to be automatically imaged from Preboot bundles by enabling PXE on the
device.

For more information, see Section 2.7.1, “Enabling PXE on a PXE-Capable Device,” on page 97.

NOTE: To PXE boot the UEFI devices, ensure that the novel | - pr oxydhcp service is running.

Using a ZENworks Partition

If you cannot enable PXE on the device, you can use a partition to perform unattended imaging
operations.

For more information, see “Creating a ZENworks Partition” on page 57.

Using a CD, DVD or bootable USB

If you cannot use the PXE or ZENworks partition methods to automate imaging of your devices, you

can image a device using an imaging CD, DVD or bootable USB.

For information, see Section 3.1.3, “Setting Up Disconnected Imaging Operations,” on page 122.

Using a USB

You can use a bootable USB drive to boot systems with BIOS and UEFI firmware to perform Imaging

operations.

For more information, see Section 2.3.3, “Creating Bootable USB Drives for Imaging,” on page 55
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2.8.3 Disabling Persistent Device Names

The network card of every Linux device is associated with the device MAC. If you take an image of
the device along with the network card - MAC association information, a new additional network
card is created when you restore the image on a different Linux device resulting in two network
cards for a devices. Consequently, there will no network connectivity. To fix these issues, you must
disable the persistent device names for network and storage before taking an image of a Linux
device.

+ “Disabling the Persistent Network Device Names” on page 100

Disabling the Persistent Network Device Names

Review the following sections to understand how to disable the persistent network device names for
Linux devices:

+ “Disabling the Persistent Network Device Names for SLES 11 or SLED 11” on page 100

Disabling the Persistent Network Device Names for SLES 11 or SLED 11
Perform the following tasks on the SLES 11 or SLED 11 device:

1 Delete/ et c/udev/rul es. d/ 70- persi stent-net. rul es.
2 Rename the Ethernet configuration files to initialize the Ethernet devices on boot.
2a Goto/etc/sysconfig/network.

2b Find thei fcfg-eth file for each Ethernet device. In the filename, the trailing identifier
for an Ethernet device represents the MAC address for the device.

For example, inthei f cf g- et h-i d- 00: AA: BB: 11: 22: 33 file, the trailing identifier,
AA: BB: 22: 33, is the MAC address for the device.

2c Rename thefiletoi f cf g- et hX, where X represents the number of Ethernet devices on
the system. For example, the name for the configuration et hO is i f cf g- et hO.

Reboot the device in to PXE, then in to Imaging maintenance or auto mode.
Take an image of the device.

Restore the image on the same device.

Reboot the device, then log into it.

In the/etc/sysconfig/network/ifcfg-ethX file, change LLADDR to the MAC address
of the target device. For a virtual machine, the target virtual machine MAC address is available
in the . vnx file.

8 Reboot the device.
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3 Using Imaging

3.1

This section provides instructions on how to use Preboot Services imaging operations in ZENworks:

*

Section 3.1, “Imaging Devices,” on page 101

Section 3.2, “Understanding the Sandboxing Behaviour for Preboot Bundles,” on page 127
Section 3.3, “Multicasting Images for ZENworks Imaging,” on page 130

Section 3.4, “Configuring Linux Imaging Script Bundles for ZENworks Imaging,” on page 141
Section 3.5, “Configuring the AutoYaST Bundle,” on page 143

Section 3.6, “Configuring the Kickstart Bundle,” on page 147

Section 3.7, “Using Dell Configuration Bundles,” on page 151

Section 3.8, “Configuring MDT Deployment Bundles,” on page 157

Section 3.9, “ISDTool,” on page 161

Section 3.10, “Assigning Preboot Bundles,” on page 162

Section 3.11, “Editing Imaging Work,” on page 165

Section 3.12, “Managing Preboot Bundles,” on page 167

Section 3.13, “ZENworks WinPE Imaging,” on page 172

Section 3.14, “High Performance NTFS Driver (Tuxera),” on page 187

Section 3.15, “Remote Imaging over SSH,” on page 192

Section 3.16, “Converting MBR Disk to GPT Disk,” on page 193

Section 3.17, “Creating WinPE Bundles Without Uploading winpe.wim,” on page 195

Imaging Devices

Preboot Services provides tools for creating and compressing images of device hard disks, as well as
images of specific add-on applications or sets of files. ZENworks also provides tools for customizing
such images and for making images available to auto-imaging operations.

You can take images of devices, then reimage them and other devices with those images. The
available devices are Windows and Linux servers and workstations.

ZENworks imaging supports devices that physically connect to the network that meet the minimum
requirements for devices.

ZENworks imaging does not support:

*

Imaging operations (creating or restoring images) using wireless connectivity.
Imaging operations for the encrypted LVM partitions.

PXE booting on Citrix XEN and SUSE Linux Enterprise Server XEN.

Software RAID configurations (however, hardware RAID is supported).

Devices running boot managers, such as System Commander.
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Boot managers create their own information in the MBR and overwrite the ZENworks boot
system, which prevents the device from communicating with the Imaging Server. If you are
using boot managers in your environment, you should disable or remove them before
performing imaging operations.

+ Imaging operations for systems having Dynamic Disks.

Prerequisites for taking an Image on Windows

1 Ensure that the file system is clean by running the chkdsk /f command.
2 Press Y when the chkdsk program asks for a file system check during the next boot.

3 After the disk checking is complete, ensure that there are no errors in the drive and log in to
Windows.

4 Run the chkdsk command, (without the / f switch) from the command prompt and ensure
that there are no errors.

5 Proceed to take the image of the device.

Prerequisites for taking an Image on a Windows 10 or later device without Sysprep

If you are taking an image on a Windows 10 device, you need to perform the following additional
steps:

1 Log in as the administrator and open the command prompt.

2 Run the Power shel | command.

3 Runthe set-executionpolicy -executionpolicy unrestricted -forcecommand.

4 Create the <scri pt _name>. psl file with the following script and place it anywhere in the
system:

Get - AppXPackage - Al |l Users | Foreach {Add- AppxPackage -
Di sabl eDevel opnment Mode - Regi ster
"$($_.InstallLocation)\AppXmani fest.xm "}

Get - AppXPackage - Al |l Users | Foreach {Add- AppxPackage -
Di sabl eDevel opnment Mode - Regi ster
"$($_.InstallLocation)\AppXmani fest.xm "}

5 Add a registry key in the
HKEY_LOCAL_MACHINE\SOFTWARE\Microsoft\Windows\CurrentVersion\RunOnce location
with the following details:

Type:string
Key: any_nane

Value: power shel | . exe -file <script_pat h>; where script_path can be a value such as

C.\W ndows\ <Scri ptFil e.psl

The following sections provide more information about ZENworks Imaging procedures and features:

+ Section 3.1.1, “Using ZENworks Control Center for Imaging,” on page 103
¢ Section 3.1.2, “Using the Command Line for ZENworks Imaging,” on page 111
+ Section 3.1.3, “Setting Up Disconnected Imaging Operations,” on page 122
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3.1.1

Using ZENworks Control Center for Imaging

The following imaging tasks are available in ZENworks Control Center:

+ “Taking a Base Image of a Device” on page 103

+ “Creating an Add-On Image for an Existing Bundle” on page 106

+ “Configuring the ZENworks Image Bundle for Automatic Imaging” on page 107

¢ “Creating and Configuring the Third-Party Image Bundle for Automatic Imaging” on page 109

¢ “Using a Script to Image a Device” on page 111

Taking a Base Image of a Device

A base image is an image of partitions and data on a source device’s hard disks. Normally, such an
image is prepared with the intent to completely replace the contents of a target device’s hard disks.

You can take an image of an existing device and use it to image a similar device, or use it as a backup
image for reimaging the original device.

If you want to copy a Virtual machine, or during the image restoration on a new device, if you want
the restored managed device to generate its own GUID and register as a new object in ZENworks
Control Center, before taking the image, do the following:

1 Afterinstalling ZENworks Agent on the device, ensure that the device has been rebooted at
least once.

2 Run the following command on the managed device:
zac fsg -d

This command removes the workstation GUID in the file system in preparation for taking an
image. For more information about the zac command, see zac for Windows(1) or zac for
Linux(1) in the ZENworks Command Line Utilities Reference.

NOTE:

+ You must not run the zac fsg - d command if you want to take an image as a backup
image of the managed device.

3 Runthezac cc command to clear the ZENworks cache data

4 (Conditional) If you want to take an image of a Windows operating system, run SysPrep on the
device.

5 (Conditional) If you want to take an image of a Linux device, manually delete the
Devi ceQui d. sav and Devi ceDat a. sav files, which are located in the / et ¢/ opt / novel | /
zenwor ks/ directory, from the device.

6 Reboot the system and proceed to the Imaging distro to take the image of the system.
To take an image of a device:

1 In ZENworks Control Center, click Devices in the left pane to display the Devices panel in the
Managed tab.

2 Click Servers or Workstations, then select the check box next to a device.

This selects the device for taking the image.
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3 Click Action > Take image.

You can also select the check box next to Servers or Workstations to start this wizard, then click
Action > Take image. If you do so, you are asked to select a device from the group. Then the File
Information page is displayed.

Click Next to display the File Information page:

5 Fill in the fields:

Take an image using:

+ ZENworks Linux Imaging: Select this option to take a ZENworks image (.zmg) using the
ZENworks Linux distro.

+ ZENworks WinPE Imaging: Select this option to take a ZENworks image (.zmg) using the
ZENworks WinPE (Windows Preinstallation Environment) distro.

Image Format: Select the format of the image to be taken for the device.

Server and File Path: Click the |4 icon to display the Server and Path Information dialog box.
Configure the following options.

+ Server Object, IP, or DNS: Click the [&] icon to browse for and select the object of the
Primary Server or the device that is promoted to the Imaging Server role. You can also
specify the IP address or the DNS name of the Primary Server or of the device that is
promoted to the Imaging Server role.

Ensure that the DNS server is up and running, and the DNS name is successfully resolved
before configuring this option.

+ Directory Path on Server: Click the [&] icon to browse for and select the \ cont ent -
r epo\ i mages directory.

All ZENworks images must be stored in %ZENWORKS HOVE% wor k\ cont ent -

r epo\ i mages on the Windows Primary Server and in/ var/ opt / novel | / zenwor ks/
cont ent - repo/ i mages on the Linux Primary Server. If you are unable to browse to this
directory, then you must manually specify the complete path of the directory. For example,
C.\Program Fi | es\ Novel | \ ZENwor ks\ wor k\ cont ent - r epo\ i mages on Windows
and /var/opt/ novel | / zenwor ks/ cont ent - r epo/ i nages on Linux.

NOTE: You cannot browse to the specified file system if multiple DNS search domains with
DHCP are configured for Linux and if the server is on Windows.

+ File Name: Specify a filename with the. zng filename extension for the image. The . zny
extension indicates that the file is a valid ZENworks image file.

Shared Network Path for Image File: Specify the shared-network path where you want to save
the .wi mor . gho files. This option is displayed only for the Windows Imaging Format (.wi nj and
Ghost imaging format (. gho). The directory must be a Windows share or a Linux CIFS or SMB
share, and you must have the Write permission to it.

If the Novell File Upload extension is not installed on the device, you must install it before you
can browse to and upload the file.

Image Filename: Specify the filename to save the .wi mor the . gho file. This option is displayed
only for the Windows Imaging Format (.wi m) and Ghost Imaging Format (. gho) .

Network Credential: Click [&]to browse for and select the network credentials to be used for
accessing the device that has . wi mor . gho files. This option is displayed only for the Windows
Imaging Format (.wi m) and Ghost imaging format (. gho).
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Use Compression: Compression is required. Choose one of the following:

+ Balanced: Automatically balances compression between an average of the reimaging

speed and the available disk space for the image file. This option is displayed only for the

ZENworks Image format.

+ None: This option is displayed only for the Windows Imaging format and Ghost imaging

format (. gho).

+ Optimize for Speed: Optimizes the compression to allow for the fastest reimaging time.

Use this option if CPU speed is an issue.

+ Optimize for Space: Optimizes the compression to minimize the image file’s size to
conserve disk space. This can cause restoring an image to take longer.

Balanced is the default option for the ZENworks Image format and Optimize for Speed is the
default option for the Windows Imaging format and Ghost imaging format (. gho).

Create an Image Bundle: If you select this option, another wizard page is displayed (see Step 6)

where you can configure the new bundle. Otherwise, the Summary is your next wizard page

(skip to Step 10).
6 If you selected to create an image bundle, the New Image Bundle page is displayed.
7 Fillin the fields:

Bundle Name: Specify a unique name for the bundle, because many other bundle names might

be listed in the same folder.

For more information, see “Naming Conventions in ZENworks Control Center” in the ZENworks

Control Center Reference.

Folder: Specify a folder where you want to list the new bundle. This is a location in ZENworks

Control Center, not a file location on a device.

Description: Enter information to help you later recognize the purpose and scope of this image

bundle. For example, “Image taken after the OS was installed, but before GroupWise was
installed.”

8 Click Next to display the Summary page.
9 Do the following:

+ If you want to perform other configuration tasks after the bundle has been created, select

the Define Additional Properties check box.

For example, you can make assignments to the bundle in the Relationships tab, add actions

in the Actions tab, and so on.

+ If you want to deploy the bundle as a sandbox version, select the Create As Sandbox check

box. A Sandbox version of a bundle enables you to test it on your device before actually

deploying it.
10 Review the configuration, then click one of the following:
Back: Allows you to make changes after reviewing the summary.
Finish: Click to take the image. If you completed Step 7, the image is assigned to the bundle
when it is created.

The images are stored in %ZENWORKS _HOVE% wor k\ cont ent - r epo\ i nages on the Windows
Primary Server and in/ var/ opt / novel | / zenwor ks/ cont ent - r epo/ i mages on the Linux

Primary Server, or on the device that is promoted to the Imaging Server role. However, the ZENworks

images are not replicated from the Primary Server to other Primary Servers or Satellites.
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If the images are taken in the Ghost format, ZENworks additionally creates an XML file with the
filename as i mage_nane- ghost . xnl in the same location as the image file. You must not edit the
xml file.

If you are taking an image of a device that has multiple disks, an image file is created for each disk
and only one XML file is created per image.

If you want to move a Ghost image to a different location, you must move all the image files and the
XML file specific to the image.

This base image can be used in Step 8 on page 108 under “Configuring the ZENworks Image Bundle
for Automatic Imaging” on page 107.

To create an add-on image of files selected from a file system for use in Step 8 on page 108, see
“Creating an Add-On Image from Files in a File System” on page 115.

NOTE: If there are OEM partitions on a GPT disk:

+ For ZENworks Imaging: OEM partitions with a unique GUID are ignored if the ZENworks
Imaging distro is booted in the UEFI mode. If the distro is booted in the legacy BIOS mode, these
partitions are included in the partition list. Hence, if an MBR base image is restored to the
device, the OEM GPT partitions with unknown GUIDs will get deleted.

In ZENworks, these partitions are ignored during the Take Image and Restore Image operations.

+ For Third-Party Imaging: OEM partitions are not supported. Before taking the image, it is
recommended that you either uncheck these partitions, or you delete these partitions from the
disk using Diskpart. If the OEM partition is of the standard GUID type, such as MBD, WRE, MRP,
or ESP, you have to manually remove the partition before performing the Take Image operation.
The OEM partitions are deleted during image restoration.

Creating an Add-On Image for an Existing Bundle

For the current bundle, you can create the installed version as a ZENworks add-on image. This is not
supported for Third-Party Image bundle formats.

Add-on images of bundles are useful for incorporating predelivery of bundles when you are imaging
new devices, or when you are reimaging existing devices.

A newer version of the add-on image is automatically created when the bundle’s version number is
incremented.

The filename for the add-on bundle is automatically created and uses the following format:
bundl e_nane- bundl e_U D-count er. zny

where bundle_name is the name of the current bundle for which the add-on image is being created,
bundle_UID is a UID number generated for the image, and counter is a four-digit counter (beginning
with 0000) that is incremented each time the image is updated (that is, when the bundle’s version
number is changed). All ZENworks image files end in . znyg.

To create an add-on image:

1 In ZENworks Control Center, click Bundles in the left pane to display the Bundles panel.

2 In the Name column, click a Windows bundle to display its Summary tab.
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3 In the General panel, click the Create option next to the Add-on Image File field.
This opens the Bundle Add-on Image Wizard.
4 In the Image Servers panel, click Add.

5 In the dialog box, browse for and select the Primary or Imaging Satellite Servers where the add-
on image file needs to be created, then click OK.

6 Click Finish to create an add-on image of the installed bundle.

You can remove an add-on image by selecting its check box and clicking Remove.
You do not have control over where add-on images are stored:
+ For Windows servers, the path to the add-on image files is:
YZENWORKS HOVE% wor k\ cont ent - r epo\ i nages\ addon-i nage

The remainder of the path is fixed.

+ For Linux servers, the path to the add-on image files is:
/var/opt/ novel |/ zenwor ks/ cont ent -repo/ i mages/ addon- i nage

The addon- i mage directory might not exist until the first add-on image has been created on the
server. This directory is automatically created the first time you create an add-on image for a bundle,
or you can manually create the directory for storing add-on image files that you create outside of
ZENworks Control Center.

NOTE: You need to have an agent installed on your system for restoring add-on images that are
created using bundles.

Configuring the ZENworks Image Bundle for Automatic Imaging

You can use ZENworks to install software bundles. Software included in a bundle that is assigned
directly is considered mandatory (the bundle is directly assigned to the devices, their groups, or their
folders).

Alternatively, you can create a bundle without uploading the wi npe. wi m(either 32bit or 64bit) to
ZENworks Control Center. For more information, see Section 3.17, “Creating WinPE Bundles Without
Uploading winpe.wim,” on page 195

To configure a ZENworks Image bundle and assign devices to the bundle:

In ZENworks Control Center, click Bundles in the left pane to display the Bundles panel.
Click New > Bundle to start the Create New Bundle Wizard.

In the Create New Bundle Wizard, select Preboot Bundle, then click Next.

On the Select Bundle Category page, select ZENworks Image.

Click Next to display the Define Details page.

Fill in the fields:

Bundle Name: Although bundles can be identified in ZENworks Control Center by their type of
icon, as well as the folder where they are listed, you should develop a naming scheme that
differentiates the ZENworks Image bundles that are listed together in a folder.

A U1 A W N =
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For more information, see “Naming Conventions in ZENworks Control Center” in the ZENworks
Control Center Reference.

Folder: Browse for the location where you want the ZENworks Image bundle to be displayed in
ZENworks Control Center. The folder must exist. You cannot specify a non-existent folder,
because ZENworks does not create them from this wizard.

Icon: Browse for and select an icon if you plan to use one on your desktop for this bundle.

Description: Provide a description to help you later recognize the exact purpose of this
ZENworks Image bundle.

7 Click Next to display the Select ZENworks image file page:

Fill in the fields:
Restore the image using:

+ ZENworks Linux Imaging: Select this option to restore the image (.zmg) taken using
ZENworks Linux distro.

+ ZENworks WinPE Imaging: Select this option to restore the image (.zmg) taken using
ZEnworks WinPE distro.

ZENworks Image File: This is an image file existing on an Imaging Server. You must provide the
full path and filename here. The image filename must end in . zng (case-sensitive). For
information on creating a base image, see “Taking a Base Image of a Device” on page 103.

If the directory contains add-on images that are created by using the Image Explorer utility or
created through ZENworks Control Center, do not select an application add-on image because
the application add-on image can be used only with linked application bundles. For information
on creating an add-on image of files selected from a file system, see “Creating an Add-On Image
from Files in a File System” on page 115.

Click the browse button to access the Server and Path Information dialog box:

+ Server Object, IP, or DNS: Click the [&] icon to browse for and select the object of the
Primary Server or the device that is promoted to the Imaging Server role. You can also
specify the IP address or the DNS name of the Primary Server or of the device that is
promoted to the Imaging Server role.

Ensure that the DNS server is up and running, and the DNS name is successfully resolved
before configuring this option.

+ File Path on Server: The full path to the base image file.

NOTE: You cannot browse to the specified file system if multiple DNS search domains with
DHCP are configured for Linux and if the server is on Windows.

File Set: Using Image Explorer, you can create file sets for selection when creating the Preboot
bundle. For more information, see Appendix A, “File Sets and Image Numbers,” on page 229.

Image Explorer is executed by running:
+ Windows: %ZENWORKS HOVE% bi n\ pr eboot \ zngexp. bat
¢ Linux:/ opt/ novel I / zenwor ks/ preboot / bi n/ zngexp

9 Click Next to display the Summary page.
10 Do the following:

+ If you want to perform other configuration tasks after the bundle has been created, select
the Define Additional Properties check box.
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For example, you can make assignments to the bundle in the Relationships tab, add actions
in the Actions tab, and so on.

+ If you want to deploy the bundle as a sandbox version, select the Create As Sandbox check
box. A sandbox version of a bundle enables you to test it on your device before actually
deploying it.

11 Review the configuration, then click one of the following:
Back: Allows you to make changes after reviewing the summary.
Finish: Creates the Preboot bundle as configured according to the settings listed on this

Summary page.

This bundle is not assigned to any device or group after it is created until you make that assignment
on a Relationships tab.

IMPORTANT: If this Preboot bundle has been created on a management device inside the firewall
and you are assigning it to a device outside the firewall, port 8089 must be open both ways (PUBLIC
-> PRIVATE, and PUBLIC <- PRIVATE).

If PXE is enabled on the device, the bundle’s work is performed on the device before its operating
system starts when a device assigned to the ZENworks Image bundle boots.

Creating and Configuring the Third-Party Image Bundle for Automatic
Imaging

You can use ZENworks to specify the third-party images that must be restored on a device. The
image that is taken with a third-party Imaging tool and restored by using a third-party Preboot
bundle will not have any partition information. Consequently, it creates only one single partition on

the destination hard disk. To prevent this issue, you must take an image by using ZENworks Control
Center or the Novell ZENworks Third Party Imaging utility in the maintenance mode.

Alternatively, you can create a bundle without uploading the winpe.wim (either 32bit or 64bit) to
ZENworks Control Center. For more information, see Section 3.17, “Creating WinPE Bundles Without
Uploading winpe.wim,” on page 195

To configure the Third-Party Imaging settings:

In ZENworks Control Center, click Bundles in the left pane to display the Bundles panel.
Click New > Bundle to start the Create New Bundle Wizard.

In the Create New Bundle Wizard, select Preboot Bundle, then click Next.

On the Select Bundle Category page, select Third-Party Image.

Click Next to display the Define Details page.

Fill in the fields:

Bundle Name: Although bundles can be identified in ZENworks Control Center by their type of
icon, as well as the folder where they are listed, you should develop a naming scheme that
differentiates the ZENworks Image bundles that are listed together in a folder.

A U1 A W N =

For more information, see “Naming Conventions in ZENworks Control Center” in the ZENworks
Control Center Reference.
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10

11

Folder: Browse for the location where you want the ZENworks Image bundle to be displayed in
ZENworks Control Center. The folder must exist. You cannot specify a non-existent folder,
because ZENworks does not create them from this wizard.

Icon: Browse for and select an icon if you plan to use one on your desktop for this bundle.

Description: Provide a description to help you later recognize the exact purpose of this
ZENworks Image bundle.

Click Next to display the Select a Third-Party Image File page.

Fill in the fields:

Image File: Select the type of the image to be used in the bundle.

For information on creating a base image, see “Taking a Base Image of a Device” on page 103.

Shared Network Path for Image File: Specify the shared-network directory containing the . Wi m
or . ghofiles. The directory must be a Windows share or a Linux CIFS or SMB share, and you
must have the Write permission to it. If the Novell File Upload extension is not installed on the
device, you must install it before you can browse to and upload the file.

Network Credential: Click [&] to browse for and select the network credentials to be used for
accessing the device that has . wi mor . gho files.

Restore WIM as Add-On: Select this option if you want to use the WIM bundle as an add-on
image and configure the following options:

+ Image Number (WIM Only): Select the index number of the image to be restored

+ Path to Restore the Add-on Image: Specify the location on the device where you want to
restore the add-on image.

Click Next to display the Summary page.
Do the following:

+ [If you want to perform other configuration tasks after the bundle has been created, select
the Define Additional Properties check box.

For example, you can make assignments to the bundle in the Relationships tab, add actions
in the Actions tab, and so on.

+ If you want to deploy the bundle as a sandbox version, select the Create As Sandbox check
box. A sandbox version of a bundle enables you to test it on your device before actually
deploying it.

Review the configuration, then click one of the following:
Back: Allows you to make changes after reviewing the summary.

Finish: Creates the Preboot bundle as configured according to the settings listed on this
Summary page.

The bundle is not assigned to any device or group after it is created until you make that assignment
on a Relationships tab.

IMPORTANT: If the Preboot bundle has been created on a management device inside the firewall
and is assigned to a device outside the firewall, port 8089 must be open both ways (PUBLIC >
PRIVATE, and PUBLIC < PRIVATE).
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3.1.2

Using a Script to Image a Device

You can perform scripted imaging using the Linux Imaging Script bundle. Any imaging commands can
be entered for the script. This is applicable only for ZENworks Imaging.

For example, if you want to mount a DVD and restore an image from it, you could enter something
similar to the following in the Script Text field in the Create New Preboot Bundle Wizard when
defining an Linux Imaging Script bundle:

echo "Please insert the DVD containing the inmage into the drive
and press a key."

read

mount /dev/cdrom /mt/cdrom

img -rl /mt/cdronm nyi magefile.zny

unount /mt/cdrom

ej ect /dev/cdrom

This example is a combination of automatic and manual tasks, where you define the bundle in
ZENworks Control Center, assign it to the device, then when the device boots, it runs the bundle’s
script, prompting you to insert the DVD containing an image into the device’s DVD drive. The script
then runs the commands to restore the image on the device and ejects the DVD when finished.

For information on creating an Linux Imaging Script bundle, see Section 3.4, “Configuring Linux
Imaging Script Bundles for ZENworks Imaging,” on page 141.

Using the Command Line for ZENworks Imaging

The following manual imaging tasks are available for ZENworks Imaging:

+ “Manually Taking an Image of a Device” on page 111

¢ “Creating an Add-On Image from Files in a File System” on page 115

+ “Using Image Explorer to Customize an Image” on page 116

+ “Manually Restoring an Image on a Device” on page 117

+ “Making an Image Available for Automatic Imaging” on page 120
These instructions assume that you have already prepared the Imaging Server (see Section 2.1,
“Preparing a Preboot Services Imaging Server,” on page 45), prepared devices for imaging (see

Section 2.8, “Setting Up Devices for ZENworks Imaging,” on page 98), and set up imaging defaults
(Section 2.5, “Configuring Preboot Services Defaults for ZENworks Imaging,” on page 78).

ZENworks imaging supports devices that physically connect to the network and that meet the
minimum requirements for devices. ZENworks imaging does not support imaging operations
(creating or restoring images) through wireless connectivity.

Manually Taking an Image of a Device

This section explains how to take an image of a device by booting from an imaging method and
entering a particular imaging command. The image is stored on your Imaging Server.

If you want to store an image locally rather than on an Imaging Server, see “Using a CD, DVD or
bootable USB for Disconnected Imaging Operations” on page 122 and “Using a Hard Disk for
Disconnected Imaging Operations” on page 124.
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Ensure that your Imaging Server has enough disk space for the image. Otherwise, you encounter a
“Failed to write to proxy” error.

The following sections contain additional information:

+ “Using the Imaging Maintenance Mode to Manually Take an Image of a Device” on page 112

+ “Using the ZENworks Imaging Engine Menu to Manually Take an Image of a Device” on page 114

IMPORTANT: When you take an image locally, using the Tuxera driver, use the following command to
mount the partition on which the image is stored if the partition is NTFS:

# mount -t tntfs /dev/sdXn nount dir

In this command, sdXis the device node and n stands for the partition number in the device.

Using the Imaging Maintenance Mode to Manually Take an Image of a Device

1 Boot the device using one of the following methods:

+ [f the device is PXE-enabled, boot it from the Preboot Services Imaging Server. For more
information, see Section 2.3.1, “Using Preboot Services (PXE),” on page 51.

+ Boot the device using an imaging boot CD, DVD or bootable USB. For more information,
see Section 2.3.2, “Preparing Imaging Boot CDs, DVDs or bootable USB,” on page 51.

+ Boot the device from the ZENworks partition. For more information, see “Creating a
ZENworks Partition” on page 57.

2 Depending on how you boot, do one of the following:
CD: Select Manual Mode from Novell Preboot Services menu.
PXE: Select Start ZENworks imaging maintenance from the Novell Preboot Services Menu.
ZENworks Partition: Select Enable ZENworks Partition from the Novell Preboot Services Menu.
3 (Optional) At the prompt, type i mg - dunp, then press Enter.

This displays a list of the partition slots on the device. For your reference, note the number and
type of partitions and which one is active.

4 Enter a command at the prompt, using one of the following formats:
+ To create an image and store it on the Imaging Server, enter:
iy -makep added_pat h/ newi ng. zng [ - conp=conp_| evel ]
The makep mode command stands for “make on proxy,” which creates an image and stores

it on the imaging (proxy) server.

The IP address or DNS name of your Imaging Server is not necessary because the Imaging
software automatically points to the i mages directory on the Imaging Server. However,
you can add structure under the i mages directory. If you do, that directory structure
should be included where added_path exists in the command syntax above, immediately
followed by / and the image filename (newimg). Also, the subdirectories in the path must
exist.

The . znyg filename extension is required and is case-sensitive.
You can use the following characters in the path and filename:

+ Letters: a through z (uppercase and lowercase)

Using Imaging



¢ Numbers
+ Special characters: $%-_ @ {}~#

In the above syntax, comp level is the amount of compression used when creating the
image. Specify any number from 0-9. 0 means no compression. 1 is the same as Optimize
for speed and is used by default if you do not specify this parameter. 6 is the same as
Balanced. 9 is the same as Optimize for space. (Optimize for speed takes the least amount of
time but creates the largest image file. Optimize for space creates the smallest image file
but might take a significant amount of time. Balanced is a compromise between
compression time and image file size.)

For example:

img -makep subdirl/cpgnt.zng -conp=6
+ To create an image and store it locally, enter:

img -makel filepath [-conmp=conp_|evel]

The makel mode command stands for “make locally,” which creates an image and stores it
on a local hard disk.

NOTE: Unless you mount a drive before using nakel , the image is created in RAM and is
lost during a reboot of the device.

In the above syntax, filepath is the image filename, including the . zng extension (case-
sensitive) and the complete path from the root of the partition where you want it locally
stored.

The directories in the path must exist.

You can use the following characters in the path and filename:
+ Letters: a through z (uppercase and lowercase)
* Numbers
+ Special characters: $%-_ @ {}~#

In the above syntax, comp level is the amount of compression used when creating the
image. Specify any number from 0-9. 0 means no compression. 1 is the same as Optimize
for speed and is used by default if you do not specify this parameter. 6 is the same as
Balanced. 9 is the same as Optimize for space. (Optimize for speed takes the least amount of
time but creates the largest image file. Optimize for space creates the smallest image file
but might take a significant amount of time. Balanced is a compromise between
compression time and image file size.)

For example:

i myg -makel nyimages/ nyi mage. zng - conp=6

IMPORTANT: Make sure to use forward slashes in the UNC path as shown above. If you want to
use backslashes, enclose the entire UNC path in quotes. The path you specify must exist on your
Imaging Server.

For more information on the mode commands and parameters you can use and usage
examples, see Section E.3, “Make Mode,” on page 310.
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5

6

Depending on the amount of data on the hard disk, the image might take several minutes to
create. If the screen goes blank, just press any key. (Linux enters a screen-saving mode after a
few minutes.)

After the image is created and the imaging maintenance mode prompt is displayed, remove any
CD, DVD or bootable USB from the drive and reboot the device.

(Optional) Verify that the image file was created on your Imaging Server. You might also want to
check its size.

Using the ZENworks Imaging Engine Menu to Manually Take an Image of a Device

1

Boot the device using one of the following methods:

+ If the device is PXE-enabled, boot it from the Preboot Services Imaging Server. For more
information, see Section 2.3.1, “Using Preboot Services (PXE),” on page 51.

+ Boot the device using an imaging boot CD, DVD or bootable USB. For more information,
see Section 2.3.2, “Preparing Imaging Boot CDs, DVDs or bootable USB,” on page 51.

+ Boot the device from the ZENworks partition. For more information, see “Creating a
ZENworks Partition” on page 57.

Depending on how you boot, do one of the following:
CD: Select Manual Mode from Novell Preboot Services menu..
PXE: Select Start ZENworks imaging maintenance from the Novell Preboot Services Menu.

ZENworks Partition: Select Enable ZENworks Partition from the Novell Preboot Services Menu.

3 Enteri ng to display the ZENworks Imaging Engine menu.

(Optional) Click System information > Drive information to display a list of the partition slots on
the device.

For your reference, note the number and type of partitions and which one is active.

5 Click Imaging > Make image.

10

In the Make Image Wizard window, specify the destination where the image is stored (Local or
Server), then click Next.

Browse to and specify the path to the image archive.

The directories in the path must exist. You can use the following characters in the path and
filename:

+ Letters: a through z (uppercase and lowercase)

+ Numbers

+ Special characters: $%-_ @ {}~#
Select the partitions that you want to include in the image.
Select a compression option:
None: No compression is used.

Speed: Takes the least amount of time to compress but creates the largest compressed image
file. This option is used by default when an image is created.

Balanced: Represents a compromise between compression time and image file size.
Size: Creates the smallest image file but takes longer to compress.

Click Next.
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11 (Optional) Fill in the fields:
Author: The name of the person creating this image.
Computer: The name of the computer being imaged.
Image Description: A description of the image.
Comments: Any additional comments about the image.
12 Click Next.

Depending on the amount of data on the hard disk, the image might take several minutes to
create. If the screen goes blank, just press any key. (Linux enters a screen-saving mode after a
few minutes.)

13 After the image is created, exit from the ZENworks Imaging Engine menu, remove any CD, DVD
or bootable USB from the drive, then reboot the device.

14 (Optional) Verify that the image file was created on your Imaging Server. You might also want to
check its size.

Creating an Add-On Image from Files in a File System

An add-on image is an archived collection of files to be applied to an existing installation on a target
device. The existing partitions and files on the target device are left intact, except for any files that
the add-on image might update.

An add-on image typically corresponds to an application or utility, or simply to a set of data files or
configuration settings.

To create an add-on image:

1 Run the Image Explorer utility, which is located on the Imaging Server at:
Windows: %ZENWORKS _HOVE% bi n\ pr eboot \ zmgexp. bat
Linux: / opt / novel | / zenwor ks/ pr eboot / bi n/ zngexp

2 Drag files and folders from an existing device into a new image archive.
For more information, see Section D.1, “Image Explorer (zmgexp),” on page 259.

3 Save this image with the . zng extension (case-sensitive) in the same directory on the Imaging
Server where you store base images.

Generally, an add-on image created in this manner doesn’t require any post-processing on the
target device. It is simply a set of files that are copied to the appropriate locations on the hard
disk, much like what happens when you unzip an archive. For more information, see “Using
Image Explorer to Customize an Image” on page 116.

This add-on image can be used in Step 8 on page 108 under “Configuring the ZENworks Image
Bundle for Automatic Imaging” on page 107.
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Using Image Explorer to Customize an Image

After you have created a base or add-on image as explained in the previous sections, you can
customize it with the Image Explorer utility. Specifically, you can:

*

Compress the Image: You can compress an image (including images created by previous
versions of ZENworks) to 40-60% of the original file size, if you have not done so already during
the imaging process. There are three compression options. Optimize for speed takes the least
amount of time but creates the largest compressed image file. Optimize for space creates the
smallest image file but might take a significant amount of time. Balanced is a compromise
between compression time and image file size. This option is used by default when an image is
created.

The following compression methods are provided:

+ Compress: Use this option to compress an image file that you currently have open in Image
Explorer. For more information, see “Compressing an Opened Image File” on page 264.

+ QuickCompress: Use this option to compress an image file without waiting for the file to
fully load into Image Explorer. For more information, see “Compressing an Unopened
Image File” on page 265.

Split the Image: You can specify a device image file that you want to split into separate files so
that the entire image can be spanned across several CDs or DVDs. Splitting a device image is
helpful for applying or restoring images in a disconnected environment. For more information,
see “Splitting an Image” on page 266.

Resize a Partition in an Image: For base images, you can edit the value in the Original size text
box to allow you to change how big the ZENworks Imaging Engine makes the partition when the
image is restored. For more information, see “Changing a Partition’s Size” on page 263.

Purge Deleted Files: You can completely remove excluded or hidden files and folders from an
open image. This saves space in the image if you no longer want to include the files. For more
information, see “Removing Hidden Directories and Files from the Image File” on page 267.

Exclude Individual Files and Folders from the Image: In doing this, you create subsets of the
image by specifying which of ten possible file sets to exclude a given file or folder from. This
exists merely as internal attributes of the same image archive. For more information, see
“Unhiding Directories or Files in the Image” on page 267.

IMPORTANT: Do not exclude BIOS Parameter Block (BPB) files from a base image or the device
won’t be able to boot the new operating system after receiving the image.

Add Files and Folders to the Image: By default, any file or folder you add is included in all file
sets. To change this, you must explicitly exclude the file or folder from one or more file sets. For
more information, see “Adding Directories and Files” on page 270.

For information on starting Image Explorer, see Section D.1, “Image Explorer (zmgexp),” on

page 259.
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Manually Restoring an Image on a Device

The section explains how to restore an image to the device by booting from an imaging method and
entering a particular imaging command. The image is retrieved from your Imaging Server.

Ensure that the device receiving a new image has enough disk space for the image. Otherwise, you
receive a “Failed to write to proxy” error.

IMPORTANT: When you restore an image locally, using the Tuxera driver, use the following
command to mount the partition on which the image is stored if the partition is NTFS:

# mount -t tntfs /dev/sdXn nount dir

In this command, sdXis the device node and n is the partition number in the device.

The following sections contain additional information:

Using the Imaging Maintenance Mode Prompt to Manually Restore an Image to a
Device

1 If you haven’t already done so, create the image to restore on the device, as instructed in
“Manually Taking an Image of a Device” on page 111.

Make sure that the image is of the same type of device (same hardware configuration) and is
stored on your Imaging Server. You can use a previous image of the same device.

IMPORTANT: If you are restoring an image on a device without a ZENworks partition, make sure
the image was made on a device without a ZENworks partition. Otherwise, the wrong MBR
(Master Boot Record) is restored, and the device fails to boot.

2 (Optional) Boot the device from a Windows startup disk and run f di sk to remove all partitions
from the hard disk.

Running f di sk is not required, but it is recommended for purposes of comparing workstation
or server partitions before and after the imaging operation.

3 Boot the device using one of the following methods:

+ If the device is PXE-enabled, boot it from the Preboot Services Imaging Server. For more
information, see Section 2.3.1, “Using Preboot Services (PXE),” on page 51.

+ Boot the device using an imaging boot CD, DVD or bootable USB. For more information,
see Section 2.3.2, “Preparing Imaging Boot CDs, DVDs or bootable USB,” on page 51.

+ Boot the device from the ZENworks partition. For more information, see “Creating a
ZENworks Partition” on page 57.

4 Enter manual at the imaging maintenance mode (bash) prompt.

5 (Optional) At the imaging maintenance mode prompt, type i ng - dunp, then press Enter to
display a list of the partition slots on the device.

For your reference, note the number and type of partitions and which one is active. If you
removed all partitions using f di sk, each slot should be empty and none should be active.

6 Enter a command at the prompt, using one of the following formats:

+ To restore an image from the Imaging Server and place it on a device, enter:
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imy -restorep added_pat h/ newi ng. zny

The - r est or ep command stands for “restore from proxy.” It retrieves an image from the
imaging (proxy) server and restores it on the device. The IP address or DNS name should be
that of your Imaging Server, and the UNC path specifies the location and filename where
the image is to be retrieved from.

For example:
imy -restorep subdirl/cpgnt.zny

+ To retrieve an image from a local device and place it on a device:
imy -restorep filepath

The - r est or ep command stands for “restore from local.” It retrieves an image from a
local device and restores it on the device. Filepath represents the filename of the image to
retrieve, including the . zg extension (case-sensitive) and the complete path from the
root of the partition.

IMPORTANT: Make sure to use forward slashes in the UNC path as shown above. Backslashes
aren’t recognized by Linux. However, you can use backslashes and enclose an entire UNC path in
guotes. The path you specify must exist.

If you want to manually restore an image from a folder that uses extended or double-byte
characters in its name, you should perform an automatic image restoration. For more
information, see Section 1.6.2, “Creating, Installing, and Restoring Standard Images,” on
page 40 or Section 1.6.4, “Restoring Lab Devices to a Clean State,” on page 41.

For more information on the mode commands and parameters you can use and usage
examples, see Section E.4, “Restore Mode,” on page 316.

Depending on the size of the image, it might take several minutes to restore the image. Images
usually take slightly longer to apply than they do to take.

(Optional) After the image is applied and the prompt is displayed, type i ng - dunp, then press
Enter.

As before, this displays a list of the partition slots on the device. You should now see
information about the new partitions that are created and activated by the image that you just
applied.

8 Remove any CD, DVD or bootable USB from the drive and reboot the device.

9 Verify that the device boots to the operating system that was installed by the new image.

Using the ZENworks Imaging Engine Menu to Manually Restore an Image to a Device

1 If you haven’t already done so, create the image to restore on the device, as instructed in

“Manually Taking an Image of a Device” on page 111.

Make sure that the image is of the same type of device (same hardware configuration) and is
stored on your Imaging Server. You can use a previous image of the same device.

IMPORTANT: If you are restoring an image on a device without a ZENworks partition, make sure
the image was made on a device without a ZENworks partition. Otherwise, the wrong MBR
(Master Boot Record) is restored, and the device fails to boot.
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(Optional) Boot the device from a Windows startup disk and run f di sk to remove all partitions
from the hard disk.

Running f di sk is not required, but it is recommended for purposes of comparing the
workstation or server partitions before and after the imaging operation.

Boot the device using one of the following methods:

+ If the device is PXE-enabled, boot it from the Preboot Services Imaging Server. For more
information, see Section 2.3.1, “Using Preboot Services (PXE),” on page 51.

+ Boot the device using an imaging boot CD, DVD or bootable USB. For more information,
see Section 2.3.2, “Preparing Imaging Boot CDs, DVDs or bootable USB,” on page 51.

+ Boot the device from the ZENworks partition. For more information, see “Creating a
ZENworks Partition” on page 57.

Depending on how you boot, do one of the following:
CD: Select Manual Mode from Novell Preboot Services menu.
PXE: Select Start ZENworks imaging maintenance from the Novell Preboot Services Menu.

ZENworks Partition: Select Enable ZENworks Partition from the Novell Preboot Services Menu.

5 Enteri ng to display the ZENworks Imaging Engine menu.

(Optional) Click System information > Drive information to display a list of the partition slots on
the device.

For your reference, note the number and type of partitions and which one is active. If you
removed all partitions using f di sk, each slot should be empty and none should be active.

7 Click Imaging > Restore image.

10

11

12

13

14
15
16

In the Restore Image Wizard window, specify the source location of the image (Local or Server),
then click Next.

Browse to and specify the path to the image archive.
(Optional) Specify a file set.

Using Image Explorer, you can create file sets for selection when creating the Preboot bundle.
For more information, see Appendix A, “File Sets and Image Numbers,” on page 229.

(Optional) Specify any advanced options, such as sfileset or apartition:ppartition.

For details on this and other related i "y commands, see Appendix E, “ZENworks Imaging
Engine Commands,” on page 307.

Click Next.

Depending on the size of the image, it might take several minutes to restore the image. Images
usually take slightly longer to apply than they do to take.

(Optional) Click System information > Drive information to display a list of the partition slots on
the device.

As before, this displays a list of the partition slots on the device. You should now see
information about the new partitions that are created and activated by the image that you just
applied.

Exit the ZENworks Imaging Engine menu.
Remove any CD, DVD or bootable USB from the drive and reboot the device.

Verify that the device boots to the operating system that was installed by the new image.
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Making an Image Available for Automatic Imaging

When you boot a device from an imaging method and allow the boot process to proceed in auto-
imaging mode, the imaging operation that is performed on the device is determined by default
Preboot Services settings that you define in ZENworks Control Center.

Creating a Preboot bundle also allows you to combine a base image and one or more add-on images
into a single entity that can be applied on target devices. You can specify a standard image file to
apply, or you can create a script to further customize your imaging operation. You can also specify
that a particular file set of an image be used.

The sections that follow give instructions for performing these tasks:

+ “Creating a Base Image” on page 120
+ “Associating an Add-On Image with a Preboot Bundle” on page 121

¢ “Using a File Set of an Image” on page 121

Creating a Base Image

1 Create the base image using one of the following methods:
+ ZENworks Control Center: See “Taking a Base Image of a Device” on page 103.

+ Imaging Maintenance Mode Prompt: See “Manually Taking an Image of a Device” on
page 111.

2 After the base image is created, perform one of the following procedures in ZENworks Control
Center:

+ If you created the image using a Preboot bundle, assign the bundle to the devices to be
imaged:

1. InZENworks Control Center, click Bundles in the left pane to display the Bundles panel,
then in the Name column, click the bundle containing the base image that you want to
assign to a device to display its Summary page.

2. Click the Relationships tab, then in the Device Assignments panel, click Add to open
the Select Objects dialog box.

3. Select the devices or groups containing devices, then click OK to display the Assign
Bundle Wizard page.

4. Click Next to display the Summary page, then click Finish to assign the devices to the
bundle and exit the wizard.

+ [f you created the image manually, assign the image to a Preboot Image bundle, then
assign that bundle to the devices to be imaged:

1. Follow the instructions in “Configuring the ZENworks Image Bundle for Automatic
Imaging” on page 107.

2. In Step 11 on page 109, click Next to assign the bundle to the devices.

The next time these devices boot, they are imaged from this Preboot bundle.
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Associating an Add-On Image with a Preboot Bundle
1 Create the add-on image to associate with the preboot bundle. For more information, see
“Creating an Add-On Image from Files in a File System” on page 115.

2 Copy the add-on image file to a Configuration Management Imaging Server that is accessible in
your Management Zone.

You might want to copy your add-on images to the same location as the base image.

3 In ZENworks Control Center, click Bundles in the left pane to display the Bundles panel, then in
the Name column click a Preboot bundle containing a base image that you want to associate the
add-on images with. Its Summary page displays.

4 Click the Actions tab, then click Add > ZENworks Image.
5 Inthe Add Action - ZENworks Image dialog box, browse for and select an add-on image.

You can associate more than one add-on image with the bundle. Repeat this step for each add-
on image.

6 (Optional) In the Action Name field, change the default name to a useful name.

This name is displayed in the Name column on the Actions tab.
7 (Optional) In the File Set field, select a file set number.

For information on file sets, see Appendix A, “File Sets and Image Numbers,” on page 229.
8 In the Restore the image using section, select the appropriate option:

+ ZENworks Linux Imaging: Select this option to restore the image (.zmg) taken using
ZENworks Linux distro.

+ ZENworks WinPE Imaging: Select this option to restore the image (.zmg) taken using
ZENworks WinPE distro.

9 Click OK to exit the dialog box.

10 To arrange the order in which the images are applied, select a check box and click either Move
Up or Move Down.

11 Click Apply to save the changes.

When a device boots that is assigned to this bundle, the add-on images are applied in the order
listed on this page.

Using a File Set of an Image

As explained in “Using Image Explorer to Customize an Image” on page 116, you can exclude
individual files and folders from any of 10 possible file sets of an image.

Using Image Explorer, you can create file sets for selection when creating the Preboot bundle. For
more information, see Appendix A, “File Sets and Image Numbers,” on page 229.
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3.1.3

Table 3-1 Image File Set Usages

Type of imaging How to specify the file set to use

operation
Automatic In the ZENworks Image Wizard in ZENworks Control Center, specify the number of
(Preboot the file set in the File Set field. You must create the file set using the Image Explorer

Services based  utility. For more information, see Section D.1, “Image Explorer (zmgexp),” on
on default page 259.

settings)
You can create multiple Preboot bundles that point to the same base image, but to
different file sets of that image.
Manual Use the - S parameter on the - r est or e mode command. For example, to specify
(command line file set number 3:
or menu)

ing -restorel nyinage.zny -s=3
or

You can enter i g at the imaging maintenance mode prompt to display a menu,
select Restore an Image, then select Local Image. Specify File Set (for example, 3) in
the Advanced Parameters field.

For details, see Appendix E, “ZENworks Imaging Engine Commands,” on page 307.

Setting Up Disconnected Imaging Operations

Disconnected imaging operations are inherently manual. To perform a disconnected imaging
operation on a device, you must have a storage device to hold the image to be created or restored,
and that storage device must be locally accessible to the ZENworks Imaging Engine (in Linux) when
you boot the device from the imaging boot media. This is applicable only for ZENworks Imaging.

The following sections explain how to set up and perform disconnected operations:

+ “Using a CD, DVD or bootable USB for Disconnected Imaging Operations” on page 122

+ “Using a Hard Disk for Disconnected Imaging Operations” on page 124

Using a CD, DVD or bootable USB for Disconnected Imaging Operations

You can use CDs and DVDs only as the storage medium for an image to applied, not for an image to
be created.

You can apply an image from a bootable or non-bootable imaging CD, DVD or bootable USB using
either the imaging maintenance mode prompt or using the ZENworks Imaging Engine menu.

The following sections contain additional information:

+ “Using the Imaging Maintenance Mode Prompt to Apply an Image” on page 123
+ “Using the ZENworks Imaging Engine Menu to Apply an Image” on page 123
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Using the Imaging Maintenance Mode Prompt to Apply an Image
1 Use your CD- or DVD-burning software to burn the source image onto a CD, DVD or bootable
USB.
2 Boot the device by using one of the following methods:

+ If the device is PXE-enabled, boot it from the Preboot Services Imaging Server. For more
information, see Section 2.3.1, “Using Preboot Services (PXE),” on page 51.

+ Boot the device by using an imaging boot CD, DVD or bootable USB. For more information,
see Section 2.3.2, “Preparing Imaging Boot CDs, DVDs or bootable USB,” on page 51.

+ Boot the device from the ZENworks partition. For more information, see “Creating a
ZENworks Partition” on page 57.

3 Select Manual Mode from Novell Preboot Services menu.
4 Insert the CD, DVD or bootable USB that contains the source image.
5 At the prompt, enter cdr om s to mount the CD, DVD or bootable USB.
This mounts the CD, DVD or bootable USB to/ mt / cdr om
6 Enter a command by using the following format:
inmg -restorel /mt/cdronl path/inage_nane. zny
where path and image_name are the path and filename of the image relative to the root of the
CD, DVD or bootable USB.

7 When the imaging is done, remove the imaging boot media (if applicable) and reboot the
device with the new image.

Using the ZENworks Imaging Engine Menu to Apply an Image
1 Use your CD- or DVD-burning software to burn the source image onto a CD, DVD or bootable
USB.
2 Boot the device by using one of the following methods:

+ If the device is PXE-enabled, boot it from the Preboot Services Imaging Server. For more
information, see Section 2.3.1, “Using Preboot Services (PXE),” on page 51.

+ Boot the device by using an imaging boot CD, DVD or bootable USB. For more information,
see Section 2.3.2, “Preparing Imaging Boot CDs, DVDs or bootable USB,” on page 51.

+ Boot the device from the ZENworks partition. For more information, see “Creating a
ZENworks Partition” on page 57.

Select Manual Mode from Novell Preboot Services menu.

b W

Insert the CD, DVD or bootable USB that contains the source image.

(8}

At the prompt, enter cdr om s to mount the CD, DVD or bootable USB.
This mounts the CD, DVD or bootable USB to/ mt / cdr om
Enter i ng to display the ZENworks Imaging Engine menu.

6
7 Click Imaging, then click Restore image.
8 Click Local, then click Next.

9

Browse to and specify the path to the image archive.

10 (Optional) Specify a file set.
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Using Image Explorer, you can create file sets for selection when creating the Preboot bundle.
For more information, see Appendix A, “File Sets and Image Numbers,” on page 229.

11 (Optional) Specify any advanced options, such as sfileset or apartition:ppartition.

For details on this and other related i g commands and parameters, see Appendix E,
“ZENworks Imaging Engine Commands,” on page 307.

12 Click Next.

Depending on the size of the image, it might take several minutes to restore the image. Images
usually take slightly longer to apply than they do to take.

13 When the imaging is done, remove the imaging boot media (if applicable) and reboot the
device with the new image.

Using a Hard Disk for Disconnected Imaging Operations

When you boot a device from a ZENworks imaging boot media, you can place an image on, or take
an image from, any primary partition on an IDE or SCSI hard drive. You can also use the local
ZENworks partition if one is installed. Any target partition must have sufficient space.

When you create an image, the partition where you store the image is itself excluded from the
image. When you apply an image, the source partition is not altered.

You can create or apply an image on a hard disk by using either the imaging maintenance mode
prompt or by using the ZENworks Imaging Engine menu.

The following sections contain the instructions:

+ “Using the Imaging Maintenance Mode Prompt to Create an Image” on page 124
+ “Using the ZENworks Imaging Engine Menu to Create an Image” on page 125
+ “Using the Imaging Maintenance Mode Prompt to Apply an Image” on page 126
+ “Using the ZENworks Imaging Engine Menu to Apply an Image” on page 126

Using the Imaging Maintenance Mode Prompt to Create an Image

1 Boot the device by using one of the following methods:

+ If the device is PXE-enabled, boot it from the Preboot Services Imaging Server. For more
information, see Section 2.3.1, “Using Preboot Services (PXE),” on page 51.

+ Boot the device by using an imaging boot CD, DVD or bootable USB. For more information,
see Section 2.3.2, “Preparing Imaging Boot CDs, DVDs or bootable USB,” on page 51.

+ Boot the device from the ZENworks partition. For more information, see “Creating a
ZENworks Partition” on page 57.

2 Select Manual Mode from Novell Preboot Services menu.
3 At the prompt, enter i ng - dunp to view the available partitions.
Note the number of the partition where you will store the new image.

4 Enter a command by using the following format:

i ng -makel [-part=pNunber] /added path/inmage. zng [-conmp=conp_| evel ]
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where pNumber is the number of the partition to store the image in, and comp_level is the
amount of compression used when creating the image. Specify any number from 0-9. 0 means
no compression. 1 is the same as Optimize for speed. 6 is the same as Balanced and is used by
default if you do not specify this parameter. 9 is the same as Optimize for space. (Optimize for
speed takes the least amount of time but creates the largest image file. Optimize for space
creates the smallest image file but might take a significant amount of time. Balanced is a
compromise between compression time and image file size.) Path and image are the path and
filename of the new image relative to the partition root. If you omit the partition number, the
local ZENworks partition is used.

For details on other related i g commands and parameters, see Appendix E, “ZENworks
Imaging Engine Commands,” on page 307.

Using the ZENworks Imaging Engine Menu to Create an Image

1 Boot the device by using one of the following methods:

+ If the device is PXE-enabled, boot it from the Preboot Services Imaging Server. For more
information, see Section 2.3.1, “Using Preboot Services (PXE),” on page 51.

+ Boot the device by using an imaging boot CD, DVD or bootable USB. For more information,
see Section 2.3.2, “Preparing Imaging Boot CDs, DVDs or bootable USB,” on page 51.

+ Boot the device from the ZENworks partition. For more information, see “Creating a
ZENworks Partition” on page 57.

2 Select Manual Mode from Novell Preboot Services menu..
3 Enteri ng to display the ZENworks Imaging Engine menu.

4 (Optional) Click System information > Drive information to display a list of the partition slots on
the device.

For your information, note the number of the partition where you will store the new image.
Click Imaging > Make image.

In the Make Image Wizard window, click Local > Next.

Browse to and specify the path to the image archive.

Select the partitions that you want to include in the image.

O 00 N O U

Select a compression option:
None: No compression is used.

Speed: Takes the least amount of time to compress but creates the largest compressed image
file. This option is used by default when an image is created.

Balanced: Represents a compromise between compression time and image file size.
Size: Creates the smallest image file but takes longer to compress.
10 Click Next.
11 (Optional) Fill in the fields:
Author: The name of the person creating this image.
Computer: The name of the computer being imaged.
Image Description: A description of the image.
Comments: Any additional comments about the image.
12 Click Next.
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Depending on the amount of data on the hard disk, the image might take several minutes to
create.

13 After the image is created, exit from the ZENworks Imaging Engine menu, remove any CD, DVD
or bootable USB from the drive, then reboot the device.

14 (Optional) Verify that the image file was created. You might also want to check its size.

Using the Imaging Maintenance Mode Prompt to Apply an Image

1 Boot the device by using one of the following methods:

+ If the device is PXE-enabled, boot it from the Preboot Services Imaging Server. For more
information, see Section 2.3.1, “Using Preboot Services (PXE),” on page 51.

+ Boot the device by using an imaging boot CD, DVD or bootable USB. For more information,
see Section 2.3.2, “Preparing Imaging Boot CDs, DVDs or bootable USB,” on page 51.

+ Boot the device from the ZENworks partition. For more information, see “Creating a
ZENworks Partition” on page 57.

2 Select Manual Mode from Novell Preboot Services menu.
3 (Optional) At the prompt, enter i ng - dunp to view the available partitions.
For your information, note the number of the partition where the source image is stored.

4 Enter a command by using the following format:
ing -restorel [-part=pNunber] added_path/i nage. zng

where pNumber is the number of the partition where the source image is stored, and path and
image are the image path and filename relative to the partition root. If you omit the partition
number, the local ZENworks partition is used.

For details on other related i g commands and parameters, see Appendix E, “ZENworks
Imaging Engine Commands,” on page 307.

5 When the imaging is done, remove the imaging boot media (if applicable) and reboot the
device with the new image.

Using the ZENworks Imaging Engine Menu to Apply an Image

1 Boot the device by using one of the following methods:

+ If the device is PXE-enabled, boot it from the Preboot Services Imaging Server. For more
information, see Section 2.3.1, “Using Preboot Services (PXE),” on page 51.

+ Boot the device by using an imaging boot CD, DVD or bootable USB. For more information,
see Section 2.3.2, “Preparing Imaging Boot CDs, DVDs or bootable USB,” on page 51.

+ Boot the device from the ZENworks partition. For more information, see “Creating a
ZENworks Partition” on page 57.

2 Select Manual Mode from Novell Preboot Services menu.
3 Enteri ng to display the ZENworks Imaging Engine menu.

4 (Optional) Click System information > Drive information to display a list of the partition slots on
the device.

For your reference, note the number of the partition where the source image is stored.

5 Click Imaging > Restore image.
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6 Click Local > Next.
7 Browse to and specify the path to the image archive.
8 (Optional) Specify a file set.

Using Image Explorer, you can create file sets for selection when creating the Preboot bundle.
For more information, see Appendix A, “File Sets and Image Numbers,” on page 229.

9 (Optional) Remove the word sfileset from the sentence.

For details on this and other related i my commands and parameters, see Appendix E,
“ZENworks Imaging Engine Commands,” on page 307.

10 Click Next.

Depending on the size of the image, it might take several minutes to restore the image. Images
usually take slightly longer to apply than they do to take. If the screen goes blank, just press any
key. (Linux enters a screen-saving mode after a few minutes.)

11 When the imaging is done, remove the imaging boot media (if applicable) and reboot the
device with the new image.

Understanding the Sandboxing Behaviour for Preboot
Bundles

ZENworks introduces a new change management capability for bundles, allowing you to make
changes to them with minimum disruption to IT services. You can now create a bundle as a sandbox.
Also, any change made to the published version of the bundle creates a sandbox. The sandbox is
available only to devices or users that have been flagged as test. This allows you to test the changes
made to a bundle on a test device before rolling out the changes into the production environment. If
the test results are satisfactory, you can publish the sandbox, or you can discard the changes by
reverting the sandbox. The published version is available to all the assigned devices and users that
have been flagged as non-test. This ensures that all the devices in the network always receive the
same version of a bundle or policy.

For detailed information about how to test and use bundle change management, see the ZENworks
Software Distribution Reference.

Review the following scenarios to understand the bundle change management (Sandboxing)
behavior for Preboot bundles:

¢ Section 3.2.1, “Scenario: Taking or Restoring the ZENworks Image for Registered Devices (with
or without Rule-Based Imaging),” on page 128

)

+ Section 3.2.2, “Scenario: Restoring an Image on Unmanaged Devices By Using a Hardware Rule,’
on page 128

+ Section 3.2.3, “Scenario: Configuring Multicasting Device Images,” on page 129

+ Section 3.2.4, “Scenario: Restoring a Bundle on a Test or Non-Test Device Booted in the Manual
Mode,” on page 129

+ Section 3.2.5, “Scenario: Applying the Published Version of Both the Preboot Bundle and the
Application Bundle (Add-On Image) to a Test Device and to a Non-Test Device,” on page 129

+ Section 3.2.6, “Scenario: Applying the Published Version of the Preboot Bundle and the
Sandbox Version of the Application Bundle (Add-On Image) to a Test Device and to a Non-Test
Device,” on page 130
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3.2.1

3.2.2

128

*

*

Section 3.2.7, “Scenario: Applying the Sandbox Version of Both the Preboot Bundle and the
Application Bundle (Add-On Image) to a Test Device and to a Non-Test Device,” on page 130

Section 3.2.8, “Scenario: Applying the Sandbox Version of the Preboot Bundle and the
Published Version of the Application Bundle (Add-On Image) to a Test Device and to a Non-Test
Device,” on page 130

Scenario: Taking or Restoring the ZENworks Image for Registered

Devices (with or without Rule-Based Imaging)

*

If you create a Preboot bundle with the default options to either take or restore an image, a
published version of the bundle is created. By default, bundle is created as sandbox version.

If you select the Create as Sandbox option (on the Summary page) while creating the Preboot
bundle, the ZENworks Image bundle is created as a sandbox.

On applying the published version of a Preboot bundle to a managed device, all the actions
configured in the latest published version are applied to the device.

On applying the sandbox version of a Preboot bundle to a managed device that is a test device,
all the actions configured in the sandbox version of the bundle are applied to the device.

On applying a Preboot bundle that has both the sandbox and published versions to a managed
device:

+ If the managed device is a non-test device, all the actions configured in the latest published
version of the bundle are applied to the device.

+ If the managed device is a test device, all the actions configured in the sandbox version of
the bundle are applied to the device.

On applying a Preboot bundle with only the published version to a test device, all the actions
configured in the latest published version of the bundle are applied to the device.

On applying a Preboot bundle with only the sandbox version to a non-test device, no action is
performed and the device exits from PXE mode.

Scenario: Restoring an Image on Unmanaged Devices By Using a

Hardware Rule

If you create a Preboot bundle with the default options to restore an image, a published 0
version of the bundle is created. By default, bundle is created as sandbox.

If you select the Create as Sandbox option (on the Summary page) while creating the bundle,
the ZENworks Image bundle is created as a sandbox.

On applying the published version of a Preboot bundle to an unmanaged device, the device
loads the ZENworks distro and the image is restored.

On applying a Preboot bundle with only the sandbox version to an unmanaged device, no action
is performed and the device exits from PXE mode.

On applying a Preboot bundle that has both the sandbox and published versions to an
unmanaged device, the latest published version of the bundle is applied to the device.
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+ If any hardware rule is applied on a managed device, unless the Apply Rule Based Imaging
Bundle is selected from the action menu for the device, no action is performed and the device
exits from the PXE mode.

+ If a device is registered to a different zone, it exits from the PXE mode. If you want to force the
hardware rule on this device, clear the ISD data.

3.2.3 Scenario: Configuring Multicasting Device Images

+ If you create a Multicast Image Set bundle with the default options, a published 0 version of the
bundle is created. By default, bundle is created as sandbox.

+ If you select the Create as Sandbox option (on the Summary page) while creating the bundle,
the Multicast Image Set bundle is created as a sandbox.

+ The normal devices load the ZENworks distro and receive the published version of the bundle.

+ The test devices load the ZENworks distro and receive the sandbox version of the bundle. The
multicast session on the test device is prepended with the word sandbox.

3.2.4 Scenario: Restoring a Bundle on a Test or Non-Test Device
Booted in the Manual Mode

+ To restore the sandbox version of the bundle on a test or non-test device booted from the
imaging boot media in manual mode, execute the following command:

ing -rp -1P= <IP address of the I maging Server> -b=<bundl enane> -
sandbox

+ To restore the published version of the bundle on a test or non-test device booted from the
imaging boot media in manual mode, execute the following command:

ing -rp -1 P= <IP address of |magi ng Server> -b=<bundl enanme>

3.2.5 Scenario: Applying the Published Version of Both the Preboot
Bundle and the Application Bundle (Add-On Image) to a Test
Device and to a Non-Test Device

+ By default, an add-on image (copy- gui d- 00X. zng) file is created in the cont ent - r epo
directory of the selected Imaging server.

+ If you apply the bundle to a test device, the device receives the published version of both the
Preboot bundle and the Linked Application bundle.

+ If you apply the bundle to a non-test device, the device receives the published version of both
the Preboot bundle and the Linked Application bundle.
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3.2.6

3.2.7

3.2.8

130

3.3

Scenario: Applying the Published Version of the Preboot Bundle
and the Sandbox Version of the Application Bundle (Add-On
Image) to a Test Device and to a Non-Test Device

+ By default, an add-on image (copy- gui d- 00X. zng) file is created in the cont ent - r epo
directory of the selected Imaging server.

+ If you apply the bundle to a test device, the device receives the published version of both the
Preboot bundle and the Linked Application bundle.

+ If you apply the bundle to a non-test device, the device receives the published version of both
the Preboot bundle and the Linked Application bundle.

Scenario: Applying the Sandbox Version of Both the Preboot
Bundle and the Application Bundle (Add-On Image) to a Test
Device and to a Non-Test Device

+ The test device receives the sandbox version of both the Preboot bundle and the Linked
Application bundle.

+ The non-test device receives the published version of both the Preboot bundle and the Linked
Application bundle.

Scenario: Applying the Sandbox Version of the Preboot Bundle
and the Published Version of the Application Bundle (Add-On
Image) to a Test Device and to a Non-Test Device

+ The test device receives the sandbox version of the Preboot bundle and the published version
of Linked Application bundle.

+ The non-test device receives the published version of both the Preboot bundle and the Linked
Application bundle.

Multicasting Images for ZENworks Imaging

Multicast Image Set bundles use an image that is previously taken from a device and stored on an
Imaging Server. The image is sent to multiple devices at one time to reimage them, rather than being
sent one time for each device, thus saving on network bandwidth usage. For example, if you have 10
devices in the multicast session and the image is 3 GB in size, your network experiences 3 GB of
network traffic to image all 10 devices. Without multicasting, the network experiences 30 GB of
network traffic.

For multicasting to work properly, all routers and switches on the network must have their multicast
features configured. Multicast packets should not be blocked in a switch.

A multicast session consists of all clients (devices) that are assigned to the Multicast Session Set
bundle that are booting (joining), but must wait for a start trigger in order to complete booting. In
other words, the boot processes for the devices can be held up until one of the triggers is
encountered, even for as long as you specify in an elapsed time or number of clients entry.
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After a session has started, other devices booting that are assigned to this bundle do not become
part of this session, but become part of the next session when it triggers.

There are two triggers that you can use to determine when to start the multicast session. The first
trigger to be encountered starts the session. These triggers are useful if you want economy of scale
in multiple clients joining, but don’t want to stall the session too long.

Alternatively, you can create a bundle without uploading the winpe.wim (either 32bit or 64bit) to
ZENworks Control Center. For more information, see Section 3.17, “Creating WinPE Bundles Without
Uploading winpe.wim,” on page 195

For multicast addresses used by devices, see Session Mode commands and Parameters in Table E-12
on page 327.

You can perform multicasting of images either in ZENworks Control Center or manually:

¢ Section 3.3.1, “Using ZENworks Control Center to Multicast an Image,” on page 131

+ Section 3.3.2, “Using the Command Line to Multicast an Image,” on page 136

Using ZENworks Control Center to Multicast an Image

Multicast Image Set bundles use an image that is taken previously from a device and is stored on an
Imaging Server. The image is sent to multiple devices at one time to reimage them, rather than being
sent one time for each device, thus saving on network bandwidth usage. For example, if you have 10
devices in the multicast session and the image is 3 GB in size, your network experiences 3 GB of
network traffic to image all 10 devices. Without multicasting, the network experiences 30 GB of
network traffic.

For multicasting to work properly, all routers and switches on the network must have their multicast
features configured. Multicast packets should not be blocked in a switch.

¢ “Configuring Multicast Image Set Bundles” on page 131

+ “Creating a Multicast Image Containing the Base Operating System, ZENworks Agent, and Add-
on Application Image” on page 134

+ “Adding Participants to a Multicast Session” on page 134
+ “Enabling or Disabling a Multicast Image Set Bundle” on page 135

Configuring Multicast Image Set Bundles

With Preboot Services, multicasting is an automated procedure. You simply define a Multicast Image
Set bundle and assign it to the devices. The multicast session starts when the trigger event that you
configured occurs.

Using Configuration Management, you can install software by using a bundle. Software included in a
bundle that is assigned directly is considered mandatory; the software is installed on all assigned
devices (the bundle is directly assigned to the devices, their groups, or their folders).

To configure a Multicast Image Set bundle and assign devices to the bundle:

1 In ZENworks Control Center, click Bundles in the left pane to display the Bundles panel.
2 Click New > Bundle to start the Create New Bundle Wizard.
3 Select Preboot Bundle, then click Next to display the Select Bundle Category page.
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4 Select Multicast Image Set, then click Next to display the Define Details page.
5 Fill in the fields:

Bundle Name: (Required) Although bundles can be identified in ZENworks Control Center by
their type of icon, as well as the folder they are listed under, you should develop a naming
scheme that differentiates the Multicast Image Set bundles that are listed together in a folder.

For more information, see “Naming Conventions in ZENworks Control Center” in the ZENworks
Control Center Reference.

Folder: Browse for the location where you want the Multicast Image Set bundle displayed in
ZENworks Control Center. The folder must exist. You cannot specify a non-existent folder,
because ZENworks does not create them from this wizard.

Icon: Browse for and select an icon if you plan to use one on your desktop for this bundle.

Description: Provide a description to help you later recognize the exact purpose of this
Multicast Image Set bundle.

If you are using subsets of an image, be sure to indicate which file set this bundle is configured
for.

6 Click Next to display the Master Image Source page.
7 Select the multicast imaging mode.
¢ Select ZENworks Linux Imaging to multicast the image using the Linux distro.
¢ Select ZENworks WinPE Imaging to multicast the image using WinPE distro.
8 Fill in the fields:

File Path: The location on the Imaging Server where the image file to be used by the Multicast
Image Set bundle is stored.

NOTE: If the directory contains add-on images that are created by using the Image Explorer
utility or created through ZENworks Control Center, do not select an application add-on image
because the application add-on images can be used only with linked application bundles.

File Set: Using Image Explorer, you can create file sets for selection when creating the Preboot
bundle. For more information, see Appendix A, “File Sets and Image Numbers,” on page 229.

Image Explorer is executed by running:
Windows: %ZENWORKS _HOVE% bi n\ pr eboot \ znmgexp. bat
Linux: / opt / novel | / zenwor ks/ pr eboot / bi n/ znmgexp

9 Fill in the fields:

There are two triggers that you can use to determine when to start the ZENworks Multicast
session. The fist trigger is the number of clients for a session and the second trigger is the time
within which the clients need to connect to the session. The first trigger to be realized starts the
session.

A session consists of all clients (devices) that are assigned to the Multicast Image Set bundle
that are booting (joining), but must wait for a start trigger. Therefore, the boot processes for the
devices can be held up until one of the triggers is realized, even for as long as you specify in an
elapsed time or number of clients entry.

After a session has started, if other devices boot that are assigned to this bundle, they do not
become part of this session, but become part of the next session when it triggers.
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Start the Session As Soon As: You have two choices:
. clients have joined

After the specified number of clients have registered for the session, the server waits for a
couple of seconds and checks for any new clients. The server accommodates all the newly
requested clients and then triggers the session.

. minutes have elapsed since a new client has joined

This trigger, if met first, causes the session to start, regardless of the number of clients that
have joined, except that at least one client must have joined (otherwise there is no device
to multicast to).

A “new client” means that it is the first device to boot that starts this round of waiting for a
trigger to be realized. The default is 5.

NOTE: You cannot manually specify any particular device as the master in the multicast session.

These triggers are useful if you want economy of scale in multiple clients joining, but don’t want
to stall the session too long from starting.

10 Click Next to display the Summary page.
11 Do the following:

+ If you want to perform other configuration tasks after the bundle has been created, select
the Define Additional Properties check box.

Because a generic non-intuitive action name is given to this bundle, you need to rename it
in Step 13 after the bundle has been created.

+ If you want to deploy the bundle as a sandbox version, ensure that Create As Sandbox
check box is selected. A sandbox version of a bundle enables you to test it on your device
before actually deploying it.

12 Review the configuration, then click one of the following:
Back: Allows you to make changes after reviewing the summary.

Finish: Creates the Multicast Image Set bundle as configured per the settings listed on this
Summary page.

13 When the bundle’s Summary tab is displayed, click the Actions tab, click the bundle name in the
Name column (“Multicast Image Set” defaults), edit the name in the Action Name field, then
click OK.

This bundle is not assigned to any device or group after it is created until you make that assignment
on a Relationships tab.

IMPORTANT: If this Preboot bundle has been created on a management device inside the firewall
and you are assigning it to a device outside the firewall, port 8089 must be open both ways (PUBLIC
-> PRIVATE, and PUBLIC <- PRIVATE).

When the Multicast Image Set bundle’s trigger event occurs (configured in Step 9), the Multicast
session begins.
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Creating a Multicast Image Containing the Base Operating System,
ZENworks Agent, and Add-on Application Image

1 Create the C:\ Program Fi | es\ Novel | \ ZENwor ks\ wor k directory structure by using an
add-on image.

For more information on creating an Addon image, see “Creating an Add-On Image for an
Existing Bundle” on page 106.

2 Create a single Preboot bundle.

3 Create two Multicast Imaging Set actions in the bundle. Create one for the base operating
system, ZENworks Agent, and the folder structure created in Step 1, and the second for the add-
on application images.

For example, create the following Multicast Imaging Set actions in the bundle:

+ Action 1: Contains the base operating system image, addondi r. zng, and the
PreAgent. zng.

+ Action 2: Contains the add-on application images.

Adding Participants to a Multicast Session

There are two sources for Multicast session participants: registered devices and unregistered
devices. Either or both can be assigned to a given Multicast Image Set bundle. The participant
devices must be PXE booted from the server where the ZENworks image file is located.

+ “Assigning Registered Devices” on page 134

+ “Assigning Unregistered Devices” on page 135

Assigning Registered Devices
1 In ZENworks Control Center, click Devices in the left pane to display the Devices panel in the
Managed tab.

2 Click the Servers or Workstations folder, then select the check boxes for the devices to be in the
multicast session.

3 Click Action > Assign Bundle.
This starts the Assign Bundle Wizard.

4 In the Select Objects dialog box, select the desired Multicast Image Set bundle.

5 In the Shortcut Location section, make sure all check boxes are deselected, then click OK.
Preboot bundles do not use shortcut locations.

6 Click Next > Finish to complete the multicast session assignment.

When devices assigned to this Multicast Image Set bundle boot, they can become part of the
multicast session and be imaged from the image contained in the bundle.

7 On the Summary tab for the device, click Advanced in the Imaging Work panel.
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NOTE: *When multiple bundles are assigned, only the first bundle in the Bundle drop-down list
is applied to the device. For more information about the Bundle drop-down list in the
Imaging Work panel, see “Apply Assigned Imaging Bundle:” on page 165.

+ You can change the effective bundle assignment to the device by altering the order of the
bundles in the Bundle drop-down list.

8 In the Scheduled Work field, select Apply Assigned Imaging Bundle, then click OK.

This sets up a device to do Multicast Image Set bundle work for its effective bundle the next
time it boots.

9 (Conditional) If the multicast session needs to be enabled, continue with “Enabling or Disabling
a Multicast Image Set Bundle” on page 135.

By default, a Multicast Image Set bundle is enabled when you create it.

Assigning Unregistered Devices
1 In ZENworks Control Center, click Configuration in the left pane to display the Configuration tab,
if it’s not expanded, click Management Zone Settings.
2 Click Device Management to expand its listing, then select Preboot Services.

3 If necessary, expand the Device Imaging Work Assignment section, then click Add in the
Hardware Rules section to open the Rule Construction dialog box.

For information on the Rule Construction dialog box, see “Rule Construction” on page 84.
4 Inthe Bundle to Apply field, browse for and select the desired Multicast Image Set bundle.

5 Fill in remaining the fields to configure the type of device that you want to image in the
multicast session.

6 Click Apply at the bottom of the Preboot Services section to save the non-registered device
settings.

When devices fulfilling the requirements that you defined in these steps boot, they can become
part of the multicast session and be imaged from the image contained in the Multicast Image
Set bundle.

7 (Conditional) If the multicast session needs to be enabled, continue with “Enabling or Disabling
a Multicast Image Set Bundle” on page 135.

Enabling or Disabling a Multicast Image Set Bundle

By default, a Multicast Image Set bundle is enabled when you create it. However, you can disable the
bundle as a means of controlling whether to have the session run, rather than visit each device to
unschedule that work.

If you have disabled the session for this bundle, the multicast session cannot occur, even when
devices assigned to the bundle reboot to trigger the session.

To enable or disable a Multicast Image Set bundle:

1 In ZENworks Control Center, click Bundles in the left pane to display the Bundles panel.
2 In the Name column, click a Multicast Image Set bundle to open its Summary tab.

Mul ticast |Inage Set isdisplayed inthe Category column for all Multicast Image Set
bundles.
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You can use the Search panel to display only Multicast Image Set bundles. Click the down-arrow
for the Category field and select Multicast Image Set.

3 Click the Actions tab, then do one of the following:
+ To enable the bundle, select the check box for the bundle, then click Enable.
+ To disable the bundle, select the check box for the bundle, then click Disable.
4 Click Apply to enable or disable multicasting for the devices that are assigned to this bundle.

If enabled, the next time a device assigned to the Multicast Image Set bundle boots, it can
become part of that multicast session if its Imaging Work has been scheduled.

3.3.2 Using the Command Line to Multicast an Image

If you want to perform a multicast session from a command line, you need to start the multicast
session from the ZENworks Imaging Server and physically visit each participating device. Performing
a manual multicast session is particularly useful in a lab environment in which a small number of
devices participate.

The following sections contain step-by-step information about performing a manual multicast
session. You must perform the steps in both of the following sections; however, the order in which
you perform these tasks does not matter.

+ “Initiating a Multicast Session from the ZENworks Imaging Server” on page 136

+ “Initiating a Multicast Session from Each Client” on page 139

Initiating a Multicast Session from the ZENworks Imaging Server

On the ZENworks Imaging Server, do the following to initiate the multicast session:

+ “On Windows” on page 136
¢ “On Linux” on page 137

On Windows

1 Inthe Services window, determine whether the Novell ZENworks Preboot Service is running.
If it is not running, then right-click the service and select Start.

2 On the command line, enter the following to enable a multicast session:
YZENWORKS HOVE% bi n\ pr eboot\ zngntast . exe -ntast argunents

where arguments represents the following that you can append to the command line:

Argument Description

session_name (Required) The session name is any string that uniquely identifies this
multicast session from other multicast sessions that might be in progress on
the network.

-p path (Required) The path to the image to be multicast, which is located on the
Imaging Server. This must be the full path.
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Argument Description

-i IP_address (Optional) The IP address of the Imaging Server. If not specified, the IP
address of the Primary Server is considered by default.

-f file_set_number (Optional) File sets are assigned to the current ZENworks Image bundle by
using this information.

File Set: Using Image Explorer, you can create file sets for selection when
creating the Preboot bundle. For more information, see Appendix A, “File
Sets and Image Numbers,” on page 229.

Image Explorer is executed by running:
Windows: %ZENWORKS HOVE% bi n\ pr eboot \ zngexp. bat

Linux: / opt / novel | / zenwor ks/ pr eboot / bi n/ zngexp

-t time_wait (Optional) If not enough devices have booted to fulfill the Client Count
requirement, the multicast session begins if a participating device boots and a
certain amount of time passes without another participating device booting.
Specify this amount of time. The default is 5 minutes.

-c client_count (Optional) The number of participating devices you want to have booted
before the multicast session begins. If you do not specify a number, the
defaultis 1.

IMPORTANT: The image is sent to and placed on each participating device only after you initiate

the multicast session from each participating client.

To view the list of multicast sessions, enter:
YZENWORKS _HOVE% bi n\ preboot\ zngnctast . exe -list -i proxy_|P_address

The -i argument is optional.

To stop a multicast session, enter:

YZENWORKS HOVE% bi n\ pr eboot \ zngntast . exe -stop sessi on_nane -i
proxy_| P_address

The session_name is required and the - i argument is optional.

Continue with “Initiating a Multicast Session from Each Client” on page 139.

On Linux

1

On the command line, enter the following to make sure the imaging software is running:
[etc/init.d/ novell-pbserv status

If it is not running, then enter:

/fetc/init.d/ novell-pbserv start

On the command line, enter the following to enable a multicast session:

[ opt/novel | / zenwor ks/ preboot / bi n/ novel | - zngntast -ntast argunents

where arguments represents the following that you can append to the command line:
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Argument Description

session_name (Required) The session name is any string that uniquely identifies this
multicast session from other multicast sessions that might be in progress on
the network.

-p pat equire e path to the image to be multicast, which is located on the
h (Required) Th h he i b Iti hich is | d h
Imaging Server. This must be the full path.

-i IP_address (Optional) The IP address of the Imaging Server.

-f file_set_number (Optional) File sets are assigned to the current ZENworks Image bundle by
using this information.

File Set: Using Image Explorer, you can create file sets for selection when
creating the Preboot bundle. For more information, see Appendix A, “File
Sets and Image Numbers,” on page 229.

Image Explorer is executed by running:
Windows: %ZENWORKS HOVE% bi n\ pr eboot \ zngexp. bat

Linux: / opt / novel | / zenwor ks/ pr eboot / bi n/ znmgexp

-t time_wait (Optional) If not enough devices have booted to fulfill the Client Count
requirement, the multicast session begins if a participating device boots and a
certain amount of time passes without another participating device booting.
Specify this amount of time. The default is 5 minutes.

-c client_count (Optional) The number of participating devices you want to have booted
before the multicast session begins. If you do not specify a number, the
defaultis 1.

IMPORTANT: The image is sent to and placed on each participating device only after you initiate
the multicast session from each participating client.

3 To view the list of multicast sessions, enter:

/ opt/ novel | / zenwor ks/ preboot / bi n/ novel | - zngntast -1list -
proxy_| P_address

The -i argument is optional.

4 To stop a multicast session, enter:

/ opt/ novel | / zenwor ks/ pr eboot / bi n/ novel | - zngntast -stop session_nane -
proxy_| P_address

The session_name is required and the - i argument is optional.

5 Continue with “Initiating a Multicast Session from Each Client” on page 139.
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Initiating a Multicast Session from Each Client

You can use the imaging maintenance mode prompt or the ZENworks Imaging Engine menu to
perform the multicast session as you physically visit each device.

The following sections contain additional information:

+ “Using the Imaging Maintenance Mode Prompt to Perform the Multicast Session” on page 139

+ “Using the ZENworks Imaging Engine Menu to Perform the Multicast Session” on page 140

Using the Imaging Maintenance Mode Prompt to Perform the Multicast Session

1 (Optional) Install the Novell ZENworks Configuration Management Imaging Agent, novell-
zisdservice on a Windows device, or novell-zisInx on a Linux device.

If you do not install the Imaging Agent on each participating device, the devices have duplicate
network identities. For more information, see “Limitations of Multicasting Images” on page 43.

2 Create an imaging boot CD, DVD or bootable USB for each person who will assist with the
multicast session, or enable PXE on the participating devices.

If you don’t know how to do this, see Section 2.3, “Setting Up the Preboot Services Methods for
ZENworks Imaging,” on page 50.

3 At each device, including the master device (unless you are starting the multicast session from
the Imaging Server), access the imaging maintenance mode prompt by using the imaging boot
CD, DVD or bootable USB, or if it is PXE-enabled, boot it.

4 Enter manual at the prompt.

5 To identify each participating device in the multicast session, enter the following command at
the prompt of every device:

i Nng session -session_nane

where session_name is any string that uniquely identifies this multicast session from other
multicast sessions that might be in progress on the network. Use the same session name on
each of the participating devices in this multicast session. You can specify any multicast session,
including one that originates from the Imaging Server (as long as you specify the session name
used by the Imaging Server).

Example:i ng -sessi on ntast01

The inmg -sessi on command can take other parameters that allow you to designate the
master device and the imaging start time beforehand. See Appendix E, “ZENworks Imaging
Engine Commands,” on page 307 for details.

6 (Conditional) If you have not already done so, start the multicast session from the master device
or from the imaging server.

Master device: To start the multicast session from the master device, after all of the other
devices have registered as participants, click Start session.

If you start the session from the master device, the session master must be a device. If you start
the session from the imaging server, the session master must be an imaging server that uses a
previously saved image file.

The ZENworks Imaging Engine begins creating the image of the master device and the image is
sent to and restored on each participating device. Any problems are reported and displayed on
the master device.
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7

Imaging server: To start the multicast session from the imaging server, follow the steps under
“Initiating a Multicast Session from the ZENworks Imaging Server” on page 136.

At each participating device, when the imaging is done, boot the device with the new operating
system.

Using the ZENworks Imaging Engine Menu to Perform the Multicast Session

1

(Optional) Install the Novell ZENworks Configuration Management Imaging Agent, novell-
zisdserviceon a Windows device, or novell-zisInx on a Linux device.

If you do not install the Imaging Agent on each participating device, the devices have duplicate
network identities. For more information, see “Limitations of Multicasting Images” on page 43.

Create an imaging boot CD, DVD or bootable USB for each person who will assist with the
multicast session, or enable PXE on the participating devices.

If you don’t know how to do this, see Section 2.3, “Setting Up the Preboot Services Methods for
ZENworks Imaging,” on page 50.

At each device, including the master device (unless you are starting the multicast session from
the Imaging Server), access the imaging maintenance mode prompt by using the imaging boot
CD, DVD or bootable USB, or if it is PXE-enabled, boot it.

Enter manual at the prompt.
or
Select Start ZENworks Imaging Maintenance from the Novell Preboot Services Menu.

To identify each participating device in the multicast session, type i ng at the prompt to display
the ZENworks Imaging Engine screen.

Click Imaging, then click Multicast session (or click F7 Multicast on the task bar) to start the
Multicast Wizard.

Enter a session name.

The session name is any string that uniquely identifies this multicast session from other
multicast sessions that might be in progress on the network. Use the same session name on
each of the participating devices in this multicast session. You can specify any multicast session,
including one that originates from the Imaging Server (as long as you specify the session name
used by the Imaging Server).

Select a Session role option:
Master: Select this option if this is the session master.
Client: Select this option if this is a participating device.

(Optional) If you chose Master in Step 8, click Specify additional options, click Next, then fill in
the fields:

Compression Level: Specify the compression level you want to use for this multicast session:

+ None: No data compression is used. Data is sent immediately across the network to
participating devices. You might use this option if the master device has a slow CPU; the
amount of time to compress the data is eliminated and the data is immediately sent across
the network. However, this option creates more network traffic than if you selected one of
the other compression levels (Speed, Balanced, or Size).
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+ Speed: Takes the least amount of time to compress the data before the data is sent across
the network to participating devices. You might use this option if the master device has a
slow CPU; the amount of time to compress the data is reduced before the data is sent
across the network. With this option, however, the multicast session creates more network
traffic than if you selected either the Balanced or Size compression level.

+ Balanced: Represents a compromise between data compression and the amount of
network traffic that the multicast session creates.

+ Size: Takes the most amount of time to compress the data before sending it across the
network to participating devices. You might use this option if the master device has a fast
CPU. Using this option requires the most CPU resources to compress the data but creates
less network traffic to transfer the data to the participating devices.

Automated Session: Click Enabled to specify the number of participating devices (clients) that
must register before starting the automated multicast session and to specify the amount of
time, in minutes, that can expire without the number of participating devices to register before
starting the automated multicast session. If you do not click the Enabled check box, you must
manually start the multicast session.

10 Click Next, then click Start session.
You can cancel the session by clicking Abort session > Yes > OK > Close.

11 At each participating device, when the imaging is done, boot the device with the new operating
system.

Configuring Linux Imaging Script Bundles for ZENworks
Imaging

Linux Imaging Script bundle can contain any ZENworks script (containing the general shell and
ZENworks Imaging Engine commands) that you can run from the imaging maintenance mode
prompt.

Using Configuration Management, you can install software by using a bundle. Software included in a
bundle that is assigned directly is considered mandatory; the software is installed on all assigned
devices (the bundle is directly assigned to the devices, their groups, or their folders).

To configure Linux Imaging Script bundle and assign devices to the bundle:

1 In ZENworks Control Center, click Bundles in the left pane to display the Bundles panel.
2 Click New > Bundle to start the Create New Bundle Wizard.

3 Select Preboot Bundle, then click Next.
4

On the Select Bundle Category page, select Linux Imaging Script, then click Next to display the
Define Details page.

5 Fill in the fields:

Bundle Name: (Required) Although bundles can be identified in ZENworks Control Center by
their type of icon, as well as the folder they are listed under, you should develop a naming
scheme that differentiates the Linux Imaging Script bundles that are listed together in a folder.

For more information, see “Naming Conventions in ZENworks Control Center” in the ZENworks
Control Center Reference.

Using Imaging 141


https://www.novell.com/documentation/zenworks-2020-23.3/pdfdoc/zen_sys_zcc/zen_sys_zcc.pdf#brwh64c
https://www.novell.com/documentation/zenworks-2020-23.3/pdfdoc/zen_sys_zcc/zen_sys_zcc.pdf#bookinfo
https://www.novell.com/documentation/zenworks-2020-23.3/pdfdoc/zen_sys_zcc/zen_sys_zcc.pdf#bookinfo

142

Folder: Browse for the location where you want the Linux Imaging Script bundle displayed in
ZENworks Control Center. The folder must exist. You cannot specify a non-existent folder,
because ZENworks does not create them from this wizard.

Icon: Browse for and select an icon if you plan to use one on your desktop for this bundle.

Description: Provide a description to help you later recognize the exact purpose of this Linux
Imaging Script bundle.

6 Click Next to display the Imaging script page.
7 Fill in the fields:

Script Text: Specify the text of the script. The script is restricted to doing preboot work prior to
the device booting.

For information on using this bundle to perform scripted imaging, see “Using a Script to Image a
Device” on page 111.

8 Click Next to display the Summary page.
9 Do the following:

+ If you want to perform other configuration tasks after the bundle has been created, select
the Define Additional Properties check box.

For example, you can make assignments to the bundle in the Relationships tab, add actions
in the Actions tab, and so on.

+ [If you want to deploy the bundle as a sandbox version, ensure that Create As Sandbox
check box is selected. A sandbox version of a bundle enables you to test it on your device
before actually deploying it.

10 Review the configuration, then click one of the following:
Back: Allows you to make changes after reviewing the summary.
Finish: Creates the Linux Imaging Script bundle as configured per the settings listed on this
Summary page.

This bundle is not assigned to any device or group after it is created until you make that assignment
on a Relationships tab.

IMPORTANT: If this Preboot bundle has been created on a management device inside the firewall
and you are assigning it to a device outside the firewall, port 8089 must be open both ways (PUBLIC
-> PRIVATE, and PUBLIC <- PRIVATE).

When a device assigned to the Linux Imaging Script bundle boots, the bundle’s work is performed on
the device before its operating system starts. In the imaging maintenance mode, the script is
downloaded as the zenAdvancedScri pt file in the / bi n directory. Subsequently, you must
execute the script in order to apply the bundle. You can execute the script by using the sh / bi n/
zenAdvancedScri pt command

If you manually query for a task in the Maintenance mode, for a scripted bundle, after issuing a
query by using thei ng - a command, then you need to convert the task script to UNIX format by
running the #dos2uni x / bi n/ zenAdvancedScri pt command. After the script is converted, you
can complete the task.

This bundle is not assigned to any device or group after it is created until you make that assignment
on a Relationships tab.
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IMPORTANT: If this Preboot bundle has been created on a management device inside the firewall
and you are assigning it to a device outside the firewall, port 8089 must be open both ways (PUBLIC
-> PRIVATE, and PUBLIC <- PRIVATE).

When a device assigned to the Linux Imaging Script bundle boots, the bundle’s work is performed on
the device before its operating system starts. In the imaging maintenance mode, the script is
downloaded as the zenAdvancedScri pt file in the / bi n directory. Subsequently, you must
execute the script in order to apply the bundle. You can execute the script by using the sh / bi n/
zenAdvancedScri pt command.

If you manually query for a task in the Maintenance mode, for a scripted bundle, after issuing a
query by using thei ng - a command, then you need to convert the task script to UNIX format by
running the #dos2uni x / bi n/ zenAdvancedScri pt command. After the script is converted, you
can complete the task.

Configuring the AutoYaST Bundle

An AutoYaST bundle contains the location and access protocol of an AutoYaST configuration file and
network installation directory for SUSE Linux. This bundle allows you to launch an automated
installation of SUSE Linux using Preboot Services.

To configure an AutoYaST bundle and assign devices to the bundle:

1 In ZENworks Control Center, click Bundles in the left pane to display the Bundles panel.
2 Click New > Bundle to start the Create New Bundle Wizard.
3 Select Preboot Bundle, then click Next.

4 On the Select Bundle Category page, select AutoYaST Bundle, then click Next to display the
Define Details page.

5 Fill in the fields:

Bundle Name: (Required) Although bundles can be identified in ZENworks Control Center by
their type of icon, as well as the folder they are listed under, you should develop a naming
scheme that differentiates the AutoYaST bundles that are listed together in a folder.

For more information, see “Naming Conventions in ZENworks Control Center” in the ZENworks
Control Center Reference.

Folder: Browse for the location where you want the AutoYaST bundle displayed in ZENworks
Control Center. The folder must exist. You cannot specify a non-existent folder, because
ZENworks does not create them from this wizard.

Icon: Browse for and select an icon if you plan to use one on your desktop for this bundle.

Description: Provide a description to help you later recognize the exact purpose of this
AutoYaST bundle.

6 Click Next to display the Set Autolnstall Attributes page.
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7 Configure the Preboot Environment:

7a Before configuring the Preboot environment, ensure that you have copied the RAM drive
(i ni t rd)and Linux kernel (I i nux) files from the SUSE Linux Enterprise Server (SLES)
installation source to the / srv/ t ft p/ directory on your Imaging server. By default, the
files are located in the / i 386/ boot /i 386/ | oader/ directory in the SUSE Linux
Enterprise Server installation source.

7b Configure the following Preboot Environment variables

+ Linux Kernel Filename: Specify the relative path of | i nux in the t f t p directory. The
path should be relative to the default directory of the TFTP daemon.

For example, if the | i nux file is located in the / srv/tft p/ aut oyast /| i nux
directory on your Imaging server, you must specify the path of the file as aut oyast/
['i nux.

+ Initial RAM Drive Filename: Specify the relative pathof initrdinthetftp
directory. The path should be relative to the default directory of the TFTP daemon.

For example, if the i ni tr d file is located inthe / srv/tft p/autoyast/initrd
directory on your Imaging server, you must specify the path of the file as aut oyast /
initrd.

+ Additional Kernel Parameters: Specify the additional kernel parameters that your
Linux kernel might need. These are not Preboot Services or ZENworks parameters. .

You need to assign the MAXSECTOR parameter with the least starting sector number
among all the available partitions.

NOTE: This parameter is applicable for any recent SUSE operating systems (such as
SLES12 onwards). As the recent Linux installation takes first 100 or more sectors of the
disk, this value needs to be set as part of the AutoYaST bundle configuration to avoid
the ZISD being overwritten. Hence, after the first installation of SUSE, you need to find
the MAXSECTOR value.

For example, consider the following partition details using f di sk -1 :

Device Start End Blocks Id System
/dev/sdal 2048 4208639 2103296 82 Linux swap /
Solaris
/dev/sda2 4208640 83886079 39838720 83 Linux
/dev/sda3 640 2047 720 83 Linux

In the above table, the least starting sector number among all the available partitions
(sdal, sda2, and sda3) is 640. Hence, you need to specify MAXSECTOR=640. If this
value is not specified, then the AutoYaST installation will overwrite the ZENworks
Image Safe Data (ZISD) that is written in the lower sector ranges (starting from sector
5).

For more information about the kernel parameters, see your Linux documentation
8 Configure the following settings to procure the linux installation source:

+ Protocol: Select the protocol to be used to connect to the device that has the Linux
installation source mounted. The available protocols are NFS, FTP, HTTP, or TFTP.
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+ IP Address / DNS Name: Specify the IP address or the DNS name of the device that has the
Linux installation source mounted.

+ Path to Network Install Directory (Relative to Protocol): Specify the path of the Linux
installation source. The path should be relative to the default directory of the selected
protocol daemon.

For example, assume that the Linux installation source is located on a SLES 10 device in the
/ sl es10/ SLES- 10- SP3- GV i 386/ boot /i 386/ | oader/ directory. If you specify HTTP
as the protocol, myserver. provo. novel | . comas the DNS name, and/ sl es10/ sl es-
10-sp3-gm i 386/ boot /i 386/ | oader/ as the path, the URL to the installation
directory is:

http:// myserver. provo. novel | . com sl es10/ sl es- 10-sp3-gni i 386/ boot /
i 386/ oader/initrd

In this example, / sl es10/ sl es- 10- sp3-gm i 386/ boot /i 386/1 oader/initrdis
relative to the protocol and server ID.

9 Click Next.

10 Configure the location of the AutoYaST script file and the settings required to acess the file. You
can either specify the script location or browse for and select the script. If the script file has
system variables, you must choose the Browse for Script option to import and upload the file to
the Primary Server whose ZENworks Control Center you are using so that the variables are
automatically resolved while applying the bundle on the managed devices.

+ Specify Script Location: Configure the following settings to access the script:

+ Protocol: Select the protocol to be used to access the AutoYaST script. The available
protocols are NFS, FTP, HTTP, TFTP, or FILE.

If you select the TFTP protocol, you must manually copy the AutoYaST XML file that
you specify on this wizard page to the TFTP server.

If you select the FILE protocol, you must manually copy the AutoYaST XML file that you
specify on this wizard page in to the initial RAM drive file that you specified on the Set
Autolnstall Attributes wizard page before executing the AutoYaST bundle.

For example, if i ni t rd is your initial RAM drive file and aut oyast . xii is your
AutoYaST XML file, perform the commands in the following tables:

Table 3-2 Obtaining and Preparing the RAM Drive File

Command Description

cd /path_to RAMdrive file Change to the directory whereini trd
exists.

cp initrd initrd. bak Make a backup copy of your original RAM
drive file (recommended).

nmv initrd initrd. gz Rename i ni t rd to a temporary gzipped
file.

gzip -d initrd. gz Decompress the . gz file. This changes the

i ni trd. gz filename backtoi nitrd,
but in an uncompressed mode.

nkdir tenp Create a temporary working directory.
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Command

Description

fileinitrd

Determine which type of file system
initrdis.

If the type is cpio, perform the commands
in Table 3-3, “Updating a cpio File Type,”
on page 146; otherwise, perform the
commands in Table 3-4, “Updating a non-
cpio File Type,” on page 146.

Table 3-3 Updating a cpio File Type

Command

Description

cd tenp

Move to the temporary directory.

cpio -idmuv < ../initrd

Extracts cpio archive to the current
directory.

cp /path_to_autoyast.xm file/
aut oyast. xm .

Copy your AutoYaST XML file to the temp
directory.

find . | cpio -0 -Hnew > ../ Re-creates the archive with the AutoYaST
initrd XML file included.
cd Return the file back to its compressed

gzip -v9 initrd
nmv intird.gz initrd

state with the AutoYaST XML file in it.

Table 3-4 Updating a non-cpio File Type

Command

Description

mount -o loop initrd tenp

Create a t enp directory and mount the
initial RAM drive file to t enp.

cp autoyast.xm tenp

Copy your AutoYaST XML file to the temp
directory.

unount tenp
gzip -v9 initrd
mv intird.gz initrd

Return thei ni t r d file back to its
compressed state with the AutoYaST XML
file in it.

After performing these commands, the initial RAM drive file (i ni t r d) can be used
with the AutoYaST XML file when this AutoYaST bundle is executed on the device.

+ IP Address / DNS Name: Specify the IP address or DNS name of the device containing
the AutoYaST script.

+ Script Name and Path (Relative to Protocol Default Directory): Specify the AutoYaST
XML filename and its complete path. The path should be relative to the home
directory of the selected protocol daemon.
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For example, if you specify HTTP as the protocol, myser ver. provo. novel | . comas
the DNS name, and / scri pt s/ aut oyast . xml as the path and filename, the URL to
the installation directory is:

http://nmyserver. provo. novel | . conl scri pts/autoyast. xnl

In this example, / scri pt s/ aut oyast . xm is relative to the protocol and server ID.

+ Browse for Script: Browse for the AutoYaST XML file, and upload it to the Imaging server:

1.
2.

v

Click [&] to display the Upload File dialog box.
Click Browse to browse for and select the AutoYaST XML file.

If the imported XML file has ZENworks system variables defined, the variables are
resolved when the bundle is applied to the device.

. When you are prompted to upload the XML file to the Primary Server whose

ZENworks Control Center you are using, click OK.
The Status field displays the upload status.
Click OK.
(Optional) Modify the XML file content:
a. Click Edit Script.
The content of the XML file is displayed in the Edit AutoYaST XML File dialog box.
b. Edit the script content.

You can also specify ZENworks system variables in the script. For more
information, see Section 3.12.2, “Managing Bundle Variables,” on page 168.

c. Click Save.

11 Click Next to display the Summary page.

12 Do the following:

+ |f you want to perform other configuration tasks after the bundle has been created, select
the Define Additional Properties check box.

For example, you can make assignments to the bundle in the Relationships tab, add actions
in the Actions tab, and so on.

+ [If you want to deploy the bundle as a sandbox version, ensure that Create As Sandbox
check box is selected. A sandbox version of a bundle enables you to test it on your device
before actually deploying it.

13 Review the configuration, then click one of the following:

Back: Allows you to make changes after reviewing the summary.

Finish: Creates the AutoYaST bundle as configured per the settings listed on this Summary page.

Configuring the Kickstart Bundle

A Kickstart bundle contains the location and access protocol of an KickStart configuration file for Red
Hat Linux. This bundle allows you to launch an automated installation of Red Hat Linux using Preboot

Services

Using Imaging 147



148

To configure a Kickstart bundle and assign devices to the bundle:

1 In ZENworks Control Center, click Bundles in the left pane to display the Bundles panel.

2 Click New > Bundle to start the Create New Bundle Wizard.

3 Select Preboot Bundle, then click Next.

4 On the Select Bundle Category page, select Kickstart, then click Next to display the Define

Details page.
Fill in the fields:

Bundle Name: (Required) Although bundles can be identified in ZENworks Control Center by
their type of icon, as well as the folder they are listed under, you should develop a naming
scheme that differentiates the Kickstart bundles that are listed together in a folder.

For more information, see “Naming Conventions in ZENworks Control Center” in the ZENworks
Control Center Reference.

Folder: Browse for the location where you want the Kickstart bundle displayed in ZENworks
Control Center. The folder must exist. You cannot specify a non-existent folder, because
ZENworks does not create them from this wizard.

Icon: Browse for and select an icon if you plan to use one on your desktop for this bundle.

Description: Provide a description to help you later recognize the exact purpose of this Kickstart
bundle.

Click Next to display the Set Autolnstall Attributes page.

Configure the following settings for a Kickstart script bundle to be used to automate a Red Hat
installation. When the device boots, the Kickstart bundle is executed before the operating
system boots. Preboot Services cannot control what might happen if the Kickstart bundle has
errors in it:

7a Before configuring the Preboot environment, ensure that you have copied the kernel and
RAM drive files from the Red Hat Enterprise Linux installation source to the /srv/tftp/
ki ckstart/ on your Imaging server. By default, the kernel file (v i nuz) and the RAM
drive file (i ni trd. i mg) are located in the /i sol i nux directory in the Red Hat Enterprise
Linux installation source.

7b Configure the following Preboot environment:

+ Linux Kernel Filename: Specify the relative path of viil i nuz in the t f t p directory.
The path should be relative to the default directory of the TFTP daemon.

For example, if vii i nuz is located in the / srv/ tft p/ ki ckstart/ directory on
your Imaging server, you must specify the path of the file as ki ckstart/vm i nuz.

+ Initial RAM Drive Filename: Specify the relative pathofinitrd.inginthetftp
directory.The path should be relative to the default directory of the TFTP daemon.

For example, ifi nitrd. i ngislocated inthe/srv/tftp/kickstart/ directory on
your Imaging server, you must specify the path of Linux kernel file as ki ckst art/
initrd.ing.

+ Additional Kernel Parameters: Specify the additional kernel parameters that your
Linux kernel might need. These are not Preboot Services or ZENworks parameters.
They are parameters that your Linux kernel needs.

You need to assign the MAXSECTOR parameter with the least starting sector number
among all the available partitions.
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NOTE: This parameter is applicable for any recent RHEL operating systems (such as
RHEL7?). As the recent Linux installation takes first 100 or more sectors of the disk, this
value needs to be set as part of the Kickstart bundle configuration to avoid the ZISD
being overwritten. Hence, after the first installation of RHEL, you need to find the
MAXSECTOR value.

For example, consider the following partition details using f di sk -1 :

Device Start End Blocks Id System
/dev/sdal 2048 4208639 2103296 82 Linux swap /
Solaris
/dev/sda2 4208640 83886079 39838720 83 Linux
/dev/sda3 640 2047 720 83 Linux

In the above table, the least starting sector number among all the available partitions
(sdal, sda2, and sda3) is 640. Hence, you need to specify MAXSECTOR=640. If this
value is not specified, then the Kickstart installation will overwrite the ZENworks
Image Safe Data (ZISD) that is written in the lower sector ranges (starting from sector
5).
For more information about the kernel parameters, see your Linux documentation
7c Configure the location of the Kickstart configuration file, and the settings required to
access the file. You can either specify the file location or browse for and select the file. If
the configuration file has system variables, you must choose the Browse for Script option to
import and upload the file to the Primary Server whose ZENworks Control Center you are

using as the variables are automatically resolved while applying the bundle on the
managed devices.

+ Specify Script Location: Configure the following settings to access the configuration
file:

+ Protocol: Select the protocol to be used to access the device containing the
Kickstart configuration file. The available protocols are NFS and HTTP.

+ Script Name and Path (Relative to Protocol Default Directory): Specify the
Kickstart configuration filename and its complete path. The path should be
relative to the home directory of the selected protocol daemon.

For example, if you specify HTTP as the protocol,

nyserver. provo. novel | . comas the DNS name, and / confi g/ ks. cf g as
the complete path of the configuration file, the URL to the installation directory
is:

http:// myserver. provo. novel | . com config/ks.cfg
In this example, / confi g/ ks. cf g is relative to the protocol and server ID.

+ Browse for Script: Browse for the Kickstart configuration file, and upload it to the
Imaging server.

1. Click [&]to display the Upload File dialog box.

2. Click Browse to browse for and select the Kickstart configuration file (. cf g).
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If the imported XML file has ZENworks system variables defined, the variables are
resolved when the bundle is applied to the device.

3. When you are prompted to upload the file to the Primary Server whose
ZENworks Control Center you are using, click OK.

The Status field displays the upload status.
4. Click OK.
5. (Optional) Modify the configuration file content:
a. Click Edit Script.

The content of the configuration file is displayed in the Edit Kickstart File
dialog box.

b. Edit the script content, then click Save.

You can also specify ZENworks system variables in the script. For more
information, see Section 3.12.2, “Managing Bundle Variables,” on page 168.

8 Click Next to display the Summary page.
9 Do the following:

+ If you want to perform other configuration tasks after the bundle has been created, select
the Define Additional Properties check box.

For example, you can make assignments to the bundle in the Relationships tab, add actions
in the Actions tab, and so on.

+ If you want to deploy the bundle as a sandbox version, ensure that Create As Sandbox
check box is selected. A sandbox version of a bundle enables you to test it on your device
before actually deploying it.

10 Review the configuration, then click one of the following:
Back: Allows you to make changes after reviewing the summary.
Finish: Creates the Kickstart bundle as configured per the settings listed on this Summary page.
When installing the RHEL operating system using the Kickstart bundle, while the partitions are being

setup, the ZISD data might be removed from the hard disk drive. This makes the bundle to flow
infinitely to the device.

Perform the following steps to copy movezisd tool to i ni t r d. i g for backup and restore of ZISD
data.
1 Adding the movezisd tool into initrd.img:
1la Rename the initrd.img to initrd.img.xz using the following command:
mvinitrd.ing initrd.ing.xz
1b Run the following command to convert the initrd.img.xz file from data to CPIO format.
xz --format=lzma initrd.ing.xz —deconpress
1c Create a Directory and change current working directory to the newly created directory.
nkdir initrd _new
cd initrd_new

1d Extract all the contents of the CPIO archive to the newly created directory using the
following command:
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cpio -idnmv < ../initrd.ing

le Copy the movezisd tool from the following location into the bin folder of the extracted
folder created in Step 1d.

Based on the RHEL OS architecture, copy the movezisd from the following location:
Path for x86:

+ Windows Server: Program Fi | es
(x86) \ Novel I\ ZENwor ks\ shar e\ pr eboot \ updat e

+ Linux Server/ opt/ novel | / zenwor ks/ pr eboot / i magi ng/ updat e
Path for x64:

+ Windows Server: Program Fi | es
(x86) \ Novel I \ ZENwor ks\ shar e\ pr eboot \ updat e\ EFI

+ Linux Server:/ opt/ novel | / zenwor ks/ preboot /i magi ng/ updat e/ EFI

1f Pack the Changed contents to the original format (initrd.img) using the following
command.

find . -print | cpio-o0o-Hnew | xz --fornmat=lzma > ../initrd.ing
2 Modifying the kickstart configuration file to backup and restore ZISD data:
+ Add the following pre and post script to the kickstart configuration file:
%re
chrmod +x bin/ movezi sd

novezi sd /dev/sda -b
%end

%ost --nochroot
chmod +x bi n/ novezi sd
novezi sd /dev/sda -r
%end

Where sda is the disk name.

Using Dell Configuration Bundles

When a server boots, the ZENworks Dell Configuration bundle is executed on the server before the
operating system boots. The Dell Configuration bundle is used in server provisioning to do the
following:

+ Use scripts and files to configure the BIOS, BMC, RAID, and DRAC

*

Install a Dell utility partition

+ Overwrite an existing Dell utility partition

*

Update the files in an existing Dell utility partition

+ Execute another Preboot bundle to install an operating system after updating the Dell device

For more information on the Dell OpenManage Deployment Toolkit (DTK), see the guides
(dt k20cl i . pdf and dt k20ug. pdf ) contained in the DTK download.

In using Dell Configuration bundles, you should first create the Dell Configuration scripts and files, if
they are needed, then create the Dell Configuration bundle:
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IMPORTANT: If a newer version of the DTK is available from Dell, and you want to use it for your Dell
Configuration bundle work, see Appendix G, “Dell DTK,” on page 359 for instructions on updating
the DTK.

Creating Dell Configuration Scripts and Files

When you create a Dell Configuration bundle you might need specialized scripts or files to already
exist, depending on which settings you employ in the bundle. Novell recommends that you follow
the instructions in the Dell DTK documentation to create the necessary configuration files and
scripts.

To help do this, ZENworks provides the Dell DTK (Maintenance Mode) option when booting a
Preboot Services Imaging CD, which provides a complete DTK environment where configuration
scripts and files can be created and tested. This environment is identical to the environment
provided by booting the Dell DTK CD, but includes additional configuration information needed for
placing files and scripts on the ZENworks servers.

After you create them, you need to copy all of the scripts and files to be used in the Dell
Configuration bundle to the ZENworks TFTP server. You will need to do this before you reboot the
device that you used to create the scripts and files, because the scripts and files are created in a RAM
drive, which is replaced in rebooting.

The DTK environment provides a TFTP client utility that allows you to upload your configuration files
directly to your ZENworks servers, because the Dell DTK (Maintenance Mode) also provides an
environment variable (STFTPIP) that always resolves to the IP address of the TFTP service on the
ZENworks server.

To create the scripts and files that you might need when creating a Dell Configuration bundle:

+ “Creating a BIOS or BMC Configuration File” on page 152
¢ “Creating a DRAC 5 Configuration File” on page 153
+ “Creating a RAID Configuration Script” on page 154

IMPORTANT: In the aforementioned sections you are instructed to upload files to your ZENworks
TFTP server. Because this is not enabled by default, you must first configure TFTP before attempting
to upload those files.

Creating a BIOS or BMC Configuration File

1 Make sure the novell-proxydhcp daemon is running on a server in your network.

This service must be available so that the device PXE can access files from the ZENworks server,
such as the Preboot Services Menu and Dell DTK (Maintenance Mode).

2 Boot a Dell device that is PXE-enabled and press the Ctrl-Alt keys during booting.

Press these keys when a string starting with Novel | ... is displayed during the boot process.
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IMPORTANT: Choose the correct device to boot for creating the BIOS or BMC file. The devices
to receive the update must be the same as the device you are using to configure the file. For
example, if the boot device is a Dell 2950, then the configured file can only be used to update
other Dell 2950 devices.

3 When the bash (#) prompt is displayed, auto-generate the file using the following command:
syscfg -o Bl OS-BMC fil enane
where Bl OS- BMC_f i | enane is the name of the BIOS or BMC file to be used.

WARNING: Do not reboot the device at this time, because the file you created is in a RAM drive.
(You can safely reboot after you upload the file to the TFTP server.)

4 Upload the configuration file to a location relative to the TFTP directory on the ZENworks
Imaging server by using the following command:

tftp -1 local _BIOS BMC fil ename_and_path -r renpte_BI OS BMC fil ename -p
$TFTPI P

In this command, local_BIOS_BMC_filename_and_path is the complete path and filename of
the BIOS or BMC configuration file that you provided when running syscf g,
remote_BIOS BMC filename is name with which the configuration file must be uploaded to
your ZENworks Imaging server, and $TFTPI P is the IP address of the ZENworks Imaging Server.

The remote file is uploaded to a path that is relative to the TFTP directory of the Imaging server
because the DellIDTK Configuration bundle is designed to look for files relative to the TFTP
directory.

5 Continue with the appropriate section:
¢ “Creating a DRAC 5 Configuration File” on page 153
¢ “Creating a RAID Configuration Script” on page 154
¢ “Configuring the DellDTK Configuration Bundle” on page 155

Creating a DRAC 5 Configuration File

1 Make sure the novell-proxydhcp daemon is running on a server in your network.

This service must be available so that the device PXE can access files from the ZENworks server,
such as the Preboot Services Menu and Dell DTK (Maintenance Mode).

2 Boot a Dell device that is PXE-enabled and press the Ctrl-Alt keys during booting.

Press these keys when a string starting with Novel | ... is displayed during the boot process.

IMPORTANT: Choose the correct device to boot for creating the DRAC 5 file. The devices to
receive the update must be the same as the device you are using to configure the file. For
example, if the boot device is a Dell 2950, then the configured file can only be used to update
other Dell 2950 devices. In Dell 9G devices, DRAC 5 is included in the BIOS, rather than a
separate file.

3 Runtheraccap. sh script located at/ opt/del | /t ool kit/tenpl ate/ scripts/.

4 Specify a name for the configuration file.
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5 Upload the configuration file to a location relative to the TFTP directory on the ZENworks

Imaging server by using the following command:

tftp -1 local _DRAC configuration_filename_and _path -r
remot e DRAC filename -p $TFTPIP

In this command, local DRAC filename_and_path is the complete path and filename of the
DRAC 5 configuration file that you provided when running the r accap. sh script,
remote_DRAC filename is name with which the configuration file must be uploaded to your
ZENworks Imaging server, and $TFTPI P is the IP address of the ZENworks Imaging Server.

The remote file is uploaded to a path that is relative to the TFTP directory of the Imaging server
because the DellDTK Configuration bundle is designed to look for files relative to the TFTP
directory.

6 Continue with the appropriate section:

+ “Creating a RAID Configuration Script” on page 154
¢ “Configuring the DellDTK Configuration Bundle” on page 155

Creating a RAID Configuration Script

This bundle option only configures RAID; it cannot be used to update it.

1 Make sure the novell-proxydhcp daemon is running on a server in your network.

This service must be available so that the device PXE can access files from the ZENworks server,
such as the Preboot Services Menu and Dell DTK (Maintenance Mode).

Boot a Dell device that is PXE-enabled and press the Ctrl-Alt keys during booting.

Press these keys when a string starting with Novel | ... is displayed during the boot process.

IMPORTANT: Choose the correct device to boot for creating the RAID script. The devices to
receive the update must be the same as the device you are using to configure the script. For
example, if the boot device is a Dell 2950, then the configured script can only be used to update
other Dell 2950 devices.

When the bash (#) prompt is displayed, to edit the following sample script file, first make a copy
of it where you have editing rights:

cp -a /opt/dell/tool kit/tenplate/scripts /tnp
then to edit the copy:
vi /tenp/scripts/raidcfg.sh

Modify the file as needed, then save the changes. You can save the file using any filename;
however, the filename you save it as must be provided in the Dell Configuration bundle.
Therefore, if you save to a different name, make a note of it.

WARNING: Do not reboot the device at this time, because the script you created is in a RAM
drive. (You can safely reboot after you upload the script to the TFTP server.)

Upload the configuration file to a location relative to the TFTP directory on the ZENworks
Imaging server by using the following command:

tftp -1 local RAIDfilenane_and path -r remote RAID filenane -p $TFTPIP
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In this command, local_RAID filename_and_path is the complete path and name of the edited
rai dcf g. sh file, remote_RAID_filename is name with which the configuration file must be
uploaded to your ZENworks Imaging server, and $TFTPI P is the IP address of the ZENworks
Imaging Server.

The remote file is uploaded to a path that is relative to the TFTP directory of the Imaging server
because the DellIDTK Configuration bundle is designed to look for files relative to the TFTP
directory.

5 Continue with “Configuring the DellDTK Configuration Bundle” on page 155.

Configuring the DellDTK Configuration Bundle

The DellDTK Configuration bundle contains the location of files and scripts for configuring Dell
servers. This bundle allows you to use Preboot Services to configure the BIOS, BMC, RAID, and DRAC
for settings and to create a new Dell Utility partition. You can also identify another Preboot bundle
to be run immediately after these configurations have completed.

To configure a DellDTK Configuration bundle and assign devices to the bundle:

1 In ZENworks Control Center, click Bundles in the left pane to display the Bundles panel.
2 Click New > Bundle to start the Create New Bundle Wizard.
3 Select Preboot Bundle, then click Next.

4 On the Select Bundle Category page, select DelIDTK Configuration, then click Next to display the
Define Details page.

5 Fill in the fields:

Bundle Name: (Required) Although bundles can be identified in ZENworks Control Center by
their type of icon, as well as the folder they are listed under, you should develop a naming
scheme that differentiates the DellIDTK Configuration bundles that are listed together in a
folder.

For more information, see Naming Conventions in ZENworks Control Center in the ZENworks
Control Center Reference.

Folder: Browse for the location where you want the DellIDTK Configuration bundle displayed in
ZENworks Control Center. The folder must exist. You cannot specify a non-existent folder,
because ZENworks does not create them from this wizard.

Icon: Browse for and select an icon if you plan to use one on your desktop for this bundle.

Description: Provide a description to help you later recognize the exact purpose of this DelIDTK
Configuration bundle.

6 Click Next to display the Dell Config Bundle Options page.
7 Configure the following settings to create a Dell Configuration bundle:
7a Configure the Configuration Scripts:

+ BIOS/BMC/DRAC 5 Configuration File: Specify the path and filename of the BIOS,
BMC (Base Management Controller), or DRAC 5 (Dell Remote Access Controller 5)
configuration file. The path must be relative to the TFTP server's home directory. Do
not specify the t f t p directory or any of the path that precedes it.
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NOTE: This bundle option configures the BIOS, BMC, or DRAC 5 only; it cannot be used
to update them. This option is applicable only for the Dell devices that support the
DRAC 5 card.

+ RAID Configuration Script: Specify the path and filename of the RAID configuration
script relative to the TFTP server's home directory. Do not specify the TFTP directory
or any of the path that precedes it.

+ DRAC Configuration Script: Specify the DRAC path and filename of the configuration
file relative to the TFTP server's home directory. Do not specify the t f t p directory or
any of the path that precedes it. This option is applicable for the Dell devices that
support DRAC card versions prior to version 5.

For information on how to create these files, see Section 3.7.1, “Creating Dell
Configuration Scripts and Files,” on page 152.

7b (Conditional) To create a new Dell utility partition, select the Create Dell Utility Partition
check box, then fill in the fields.

WARNING: If you use this option, all the existing partitions on the target disk are replaced
by the Dell utility partition. However, you can select the Overwrite Existing Dell Utility
Partition check box to only update an existing Dell utility partition. In that case, all existing
partitions are retained and the Dell server diagnostics utility files are written to the existing
Dell utility partition using the entry that you provide in the File option.

You cannot use a ZENworks partition for the same purpose as the Dell utility partition.
However, both a Dell utility partition and a ZENworks partition can exist on the same
server, with each partition being used for its own purposes.

+ Partition Size: This partition requires 32 MB for the Dell server diagnostics utilities.
This option is only used when creating a new Dell utility partition.

+ Target Disk: This is the disk's identifier, such as / dev/ hda. This ID is used to
determine the disk for creating the new partition, or for updating an existing partition.

+ File: Specify the path to the Dell utility partition file. The path must be relative to the
TFTP server's home directory.

The file is written to the partition in the process of creating a new partition or when
updating an existing partition.

Dell utility partition files are available on the Dell Installation and Server management
CD. For example, for a PowerEdge 1850 system, the file is at

d:\server _assi st ant\ pel850\ upi ng. bi n. Copy the necessary files from the
CD to a path relative to the TFTP server's home directory for use in this option.

+ Overwrite Existing Dell Utility Partition: If a Dell utility partition already exists on the
selected target disk, select this check box to update the partition with the latest utility
files instead of replacing the partition.

8 Click Next to display the Summary page.
9 Do the following:

+ If you want to perform other configuration tasks after the bundle has been created, select
the Define Additional Properties check box.
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For example, you can make assignments to the bundle in the Relationships tab, add actions
in the Actions tab, and so on.

+ If you want to deploy the bundle as a sandbox version, select the Create As Sandbox check
box. A sandbox version of a bundle enables you to test it on your device before actually
deploying it.

10 Review the configuration, then click one of the following:
Back: Allows you to make changes after reviewing the summary.

Finish: Creates the Dell DTK Configuration bundle as configured per the settings listed on this
Summary page.

Configuring MDT Deployment Bundles

The MDT Deployment bundle supports the deployment of the Windows operating system using
Microsoft Deployment Toolkit (MDT). The supported version is Microsoft Deployment Toolkit (MDT)
2013 Update 2. The uploaded MDT content will be replicated to the selected Primary and Imaging
Satellite Servers.

To configure an MDT Deployment bundle and assign devices to the bundle:

1 In ZENworks Control Center, click Bundles in the left pane to display the Bundles panel.
2 Click New > Bundle to start the Create New Bundle Wizard.
3 Select Preboot Bundle, then click Next.

4 On the New Bundle Category page, select MDT Deployment, then click Next to display the
Define Details page.

5 Fill in the fields:

Bundle Name: (Required) Although bundles can be identified in ZENworks Control Center by
their type of icon, as well as the folder they are listed under, you should develop a naming
scheme that differentiates the MDT Deployment bundles that are listed together in a folder.

For more information, see “Naming Conventions in ZENworks Control Center” in the ZENworks
Control Center Reference.

Folder: Browse for the location where you want the MDT Deployment bundle displayed in
ZENworks Control Center. The folder must exist. You cannot specify a non-existent folder,
because ZENworks does not create them from this wizard.

Icon: Browse for and select an icon if you plan to use one on your desktop for this bundle.

Description: Provide a description to help you later recognize the exact purpose of this MDT
Deployment bundle.

6 Click Next to display the MDT Deployment page.

To select the MDT WIM image that has to be used in this imaging bundle, based on whether it is
a 32-bit or 64-bit file, upload the WIM image in the relevant section.

7 Fill in the fields:

32-bit MDT Image: In the Upload New MDT Images section upload the 32-bit Lite Touch PE WIM
image, created using Microsoft Deployment Toolkit. Click the browse icon, select and upload
the WIM image.
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64-bit MDT Image: In the Upload a New MDT Images section upload the 64-bit Lite Touch PE
WIM image, created using Microsoft Deployment Toolkit. Click the browse icon, select and
upload the WIM image.

To remove an image file, click .

NOTE: *To upload the image, ensure that Microsoft Windows Assessment and Deployment Kit
(WADK) is installed on the device running ZENworks Control Center. You can download
WADK from the Microsoft Download Center website.

+ Open the browser in the administrator mode or use it from the built-in administrator
account.

+ Microsoft Edge is not supported.
+ Upload only Lite Touch WIM created using Microsoft Deployment Toolkit.

Use an existing MDT bundle: Use this option, if you want to use the WIMs already uploaded in
an existing bundle.

Select the Use an existing MDT bundle option, click , and then select an existing bundle.

NOTE: While browsing for a bundle:
+ Only published preboot bundles with MDT actions are displayed.
+ If a bundle refers to an existing MDT bundle, then that bundle is not displayed.

(Optional) If the selected bundle has MDT settings and to use the same MDT settings from the
bundle, select Use the MDT settings from this bundle.

NOTE: *Use an existing MIDT bundle is disabled if the bundle is already being referred to by
another bundle.

+ If the referred bundle does not include any MDT settings, then Use the MDT settings from
this bundle is disabled.

+ The Upload MDT settings section is disabled, if you select the Use the MDT settings from this
bundle check box.

¢+ When a bundle is referring to an existing MDT bundle, only the latest published content of
the existing MDT bundle is used.

MDT deployment can be automated using either Cust omSet t i ngs. i ni ,Boot Strap.ini,or
both based on requirements. Using these files you can achieve Lite Touch Deployment to Zero
Touch Deployment.

To upload MDT settings, select the Upload MDT settings check-box. After selecting the check-
box, click the browse icon and upload Cust onSet ti ngs. i ni , Boot St rap. i ni, or both
settings.

NOTE: +To edit the MDT settings file, click & next to the uploaded MDT settings file. Make
necessary changes and then click OK.

+ If you clear the Upload MDT Settings check-box, the uploaded MDT settings will be cleared
and you should re-upload the settings files.

+ To clear the uploaded settings file, click &%.
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11 Click Next to display the Summary page.
12 Do the following:

+ If you want to perform other configuration tasks after the bundle has been created, select
the Define Additional Properties check box.

For example, you can make assignments to the bundle in the Relationships tab, add actions
in the Actions tab, and so on.

+ If you want to deploy the bundle as a sandbox version, ensure that Create As Sandbox
check box is selected. A sandbox version of a bundle enables you to test it on your device
before actually deploying it.

13 Review the configuration, then click one of the following:
Back: Allows you to make changes after reviewing the summary.

Finish: Creates the MDT Deployment bundle.

The zman bet f and zman bc commands are not supported for MDT Deployment bundles and for
Preboot bundles containing an MDT Deployment Action.

Content Replication for MDT Deployment Action

The replication behavior for the content associated with the MDT Deployment Action is different
from other bundle types in ZENworks.

Scenario Replication Behavior
Primary Servers Satellite Servers

Create a new MDT Deployment The bundle inherits the content The content is not replicated to any

bundle replication setting established for  of the Imaging Satellite Servers in
the Management Zone the zone. You need to explicitly
(Configuration > Management include the Imaging Satellite

Zone Settings > Content > Primary Servers on which the current
Server Replication) or the bundle  bundle content needs to be
folder, if the settings have been replicated.

overridden. ) ] )
To include Imaging Satellite

To include or exclude servers for Servers:
replication for the current bundle: )
1. Click the bundle.

1. Click the bundle. 2. Click Settings > Satellite

2. Click Settings > Primary Server Replication.
Server Replication. 3. Select the required Imaging
3. Select the required servers Satellite Servers and click
and click Include or Exclude Include.
as needed.
Create a new MDT Deployment The content is replicated only to The content is not replicated to any
bundle as a sandbox the Primary Server from which the of the Imaging Satellite Servers in

bundle content was uploaded via  the zone.
ZENworks Control Center.
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Scenario

Replication Behavior

Primary Servers

Satellite Servers

Edit an existing MDT Deployment
Action in a Preboot bundle of any
category or add an MDT
Deployment action to a non-MDT
Deployment Preboot bundle and
create a sandbox version of the
bundle

Edit an existing MDT Deployment
Action in a Preboot bundle of any
category or add an MDT
Deployment Action to a non-MDT
Deployment Preboot bundle and
publish it as new version.

Edit an existing MDT Deployment
Action in a Preboot bundle of any
category or add an MDT
Deployment action to a non-MDT
Deployment Preboot bundle and
publish it as a new bundle (not as a
sandbox)

Edit an existing MDT Deployment
Action in a Preboot bundle of any
category or add an MDT
Deployment action to a non-MDT
Deployment Preboot bundle and
publish it as a new bundle with
Create as Sandbox option
selected:

The content is replicated only to
the Primary Server from which the
bundle content was uploaded
using ZENworks Control Center.

The content replication setting of
the previous published version is
inherited.

To include or exclude servers for
replication for the new version:

1. Click the bundle.

2. Click Settings > Primary
Server Replication.

3. Select the required servers
and click Include or Exclude
as needed.

The new bundle inherits the
content replication setting of the
published version of the original
bundle.

To include or exclude servers for
replication for the new bundle:

1. Click the new bundle.

2. Click Settings > Primary
Server Replication.

3. Select the required servers
and click Include or Exclude
as needed.

The content is replicated only to
the Primary Server from which the
bundle content was uploaded
using ZENworks Control Center.

The content is not replicated to any
of the Imaging Satellite Servers in
the zone.

The content replication setting of
the previous published version is
inherited.

To include or exclude servers for
replication for the new version:

1. Click the bundle.

2. Click Settings > Satellite
Server Replication.

3. Select the required Imaging
Satellite Servers and click
Include or Exclude as needed.

The new bundle inherits the
content replication setting of the
published version of the original
bundle.

To include or exclude servers for
replication for the new bundle:

1. Click the new bundle.

2. Click Settings > Satellite
Server Replication.

3. Select the required Imaging
Satellite Servers and click
Include or Exclude as needed.

The content is not replicated to any
of the Imaging Satellite servers in
the zone.

Content Extraction: After the replication of the MDT content completes, it is then extracted to the
t f t p\ mdt directory on the included servers. The extraction status can be viewed in the Extracted

column on the following page:

Primary Servers: Bundle > Settings >Primary Server Replication

Using Imaging



3.8.2

3.9

Satellite Servers: Bundle > Settings >Satellite Server Replication

The tick icon indicates that the content has been extracted to the specified folder. Only after the
content is extracted successfully, the bundle will be available for use.

NOTE: The files under the t f t p\ mdt directory will not be replicated during the TFTP Directory
Replication.

MDT Deployment Functionality

Currently, only PXE Auto mode is supported as the boot mechanism for MDT Deployment.

On PXE boot, when the device queries for imaging work, the MDT Deployment environment is
booted based on the architecture of the device:

BIOS Devices

+ All BIOS Virtual Machines will boot only 32-bit MDT WIM.
+ 32-bit BIOS hardware will boot the 32-bit MDT WIM

If the applied bundle does not have a 32-bit MDT WIM, then the Expected 32-Bit MDT wi m
not upl oaded error message is displayed on the device and the Message Log of the
corresponding bundle and device page in ZENworks Control Center.

+ 64-bit BIOS hardware will boot the 64-bit MDT WIM

For a 64-bit BIOS hardware, if the applied MDT bundle contains only a 32-bit MDT WIM, it will
boot the 32-bit WIM.

UEFI Devices
+ 32-bit UEFI devices (hardware and virtual machines) will boot the 32-bit MDT WIM

If the applied bundle does not have a 32-bit MDT WIM, then the Expected 32-Bit MDT wi m
not upl oaded error message is displayed on the device and the Message Log of the
corresponding bundle and device page in ZENworks Control Center.

+ 64-bit UEFI devices (hardware and virtual machines) will boot the 64-bit MDT WIM

If the applied bundle does not have a 64-bit MDT WIM, then the Expect ed 64-Bit MDT wi m
not upl oaded error message is displayed on the device and the Message Log of the
corresponding bundle and device page in ZENworks Control Center.

ISDTool

The ISDTool is a standalone tool that enables you to perform following tasks in WinPE and MDT
environments:

Download the ISDTool 32-bit or 64-bit from ZENworks Download page under Imaging Tools.
The following are the available commands for all modes:

+ | SDTool [d]:Dumps the image safe data.

+ | SDTool [cl eandi sk] <di sk index>: Clearsthe MBR table (sector 0) of the disk
(Prepares the disk for installation).
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*

| SDTool [cl eandi sk] <disk index> <startsector> <count>: Cleans [count]
sectors in the disk starting from [startsector]

*

| SDTool [ DNSHost nane] <host _nane>: Setsthe host name in the image safe data.

*

| SDTool [setJustlmageFl ag]: Sets the Justimaged flag in the image safe data.

*

| SDTool [b] <path_to_file>: Backup the image safe data to the specified file path.
<path_to_file> is an optional field.

*

| SDTool [r] <path_to_file>: Restoresthe image safe data to the specified file path.
<path_to_file> is an optional field.

If you want to update any error messages to the server while performing the WinPE Third-party
imaging tasks, use the following commands:

+ | SDTool [w] <taskstate> <taskretcode>: Writes task state and task return code to
the image safe data.

+ <taskstate>: Specify <taskstate> as 4 to report PREBOOT _STATE_ERROR.

+ <t askRet ur nCode>: The return code for the WinPE tasks. Any custom task return codes
for preboot actions in WinPE can be assigned.

The following are the available commands for MDT-WinPE mode or full Windows mode:

+ | SDTool [mdt] <taskstate> <taskReturnCode> [rebootoff]: SendsMDT task
state and task return code to ZENworks Server.

+ <taskstate>: Specify <taskstate> as 4 to report PREBOOT_STATE_ERROR.

+ <t askRet ur nCode>: The return code for the MDT Deployment task. Any custom task
return codes for MDT Deployment can be assigned.

¢ [rebootof f]: Thisisan optional parameter. When specified, the device will not reboot.
If [rebootoff] is not specified, by default, after sending the status for the final task, the
device will reboot.

+ | SDTool [mdt] [e] "error message": Use thiscommand to send “error messages”
from MDT task sequence to ZENworks server.

4

+ | SDTool [ndt] [s] [success nessage]: Use thiscommand to send “success messages’
from MDT task sequence to ZENworks server.

NOTE: Only the English language is supported for status messages.

3.10 Assigning Preboot Bundles

IMPORTANT: If you are assigning a Preboot bundle that has been created on a management device
inside the firewall to a device outside the firewall, port 8089 must be open both ways (PUBLIC ->
PRIVATE, and PUBLIC <- PRIVATE).

You can assign a bundle from the Devices or Bundles tabs, assign devices to bundle groups, and
assign bundles to non-registered devices:

+ Section 3.10.1, “Using the Devices Tab to Assign Bundles,” on page 163
+ Section 3.10.2, “Assigning Bundle Group to Devices,” on page 163
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¢ Section 3.10.3, “Using the Bundles Tab to Assign Bundles,” on page 164
+ Section 3.10.4, “Assigning Bundles to Non-Registered Devices,” on page 164

3.10.1 Using the Devices Tab to Assign Bundles

1 In ZENworks Control Center, in the left panel, click Devices.

2 Inthe Devices panel, click Servers or Workstations, select the check boxes of one or more
servers or workstations, click Action, then select Assign Bundle.

This starts the Assign Bundle Wizard.

3 In the Select Objects dialog box, select the bundle to be assigned, then click OK to display the
Bundles to be Assigned page.

4 Click Add as necessary to include the desired bundles.
5 In the Shortcut Location section, make sure all check boxes are deselected.

Preboot bundles do not use shortcut locations.
6 Click Next to display the Summary page.
7 Review the configuration, then click one of the following:

Back: Allows you to make changes after reviewing the summary.

Finish: Click to make the assignments.
8 If you've assigned a ZENworks Image bundle to the device, do the following:

8a Select the check box next to the device to which you assigned the ZENworks Image bundle.
8b Click Action > Apply Assigned Imaging Bundle.

When devices assigned to this Preboot bundle boot, they are imaged from the image contained in
the bundle.

3.10.2 Assigning Bundle Group to Devices

1 In ZENworks Control Center, in the left panel, click Devices.

2 Inthe Devices panel, click Servers or Workstations, select the check boxes of one or more
servers or workstations, click Action, then select Assign Bundle.

This starts the Assign Bundle Wizard.

3 Inthe Select Objects dialog box, select the bundle group to be assigned, then click OK to display
the Bundles to be Assigned page.

4 Click Add as necessary to include the desired bundles.
5 In the Shortcut Location section, make sure all check boxes are deselected.
Preboot bundles do not use shortcut locations.

6 Click Next and skip the Schedules and flags and Bundle Conflict Resolution steps as it is not
applicable to Preboot bundle.

7 Click Next to display the Summary page.
8 Review the configuration, then click one of the following:
Back: Allows you to make changes after reviewing the summary.

Finish: Click to make the assignments.
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9 If you've assigned a ZENworks Image bundle to the device, do the following:
9a Select the check box next to the device to which you assigned the ZENworks Image bundle.
9b Click Action > Apply Assigned Imaging Bundle.
A bundle group can include more than one bundle type and bundle category, such as Windows,
Linux and Preboot bundle. If this bundle group includes multiple preboot bundle, then when this

bundle group is assigned to devices, only the first preboot bundle will be executed on devices, when
devices boot.

Order of the members can be modified by using the Move Up or Move Down options in the Bundle
Group summary page.

3.10.3 Using the Bundles Tab to Assign Bundles

To assign a bundle to devices or bundle groups:

1 In ZENworks Control Center, click Bundles in the left pane to display the Bundles panel.
2 In the Name column, click the bundle to be assigned to open its properties.
3 Click the Relationships tab.

4 To assign the bundle to devices, in the Device Assignments panel, click Add, then do the
following:

4a In the Select Objects dialog box, select the devices to be assigned, then click OK to display
the Devices to be Assigned page:

4b Click Add as necessary to include the desired devices.
4c In the Shortcut Location section, make sure all check boxes are deselected.
Preboot bundles do not use shortcut locations.
4d Click Next to display the Summary page.
4e Click Finish to complete the assignment.
4f Repeat these steps until all of the desired devices have been assigned to the bundle.

5 To assign the bundle to bundle groups, in the Bundle Groups panel, click Add, in the Select
Groups dialog box, browse for and select the groups, then click OK.

The Bundle Groups the Preboot bundle is assigned to are listed in this panel. Repeat clicking
Add until the Preboot bundle has been assigned to all of the desired Bundle Groups.

When devices assigned to this Bundle Group boot, they are imaged from the image contained in the
Preboot bundle that is assigned to the group.

3.10.4 Assigning Bundles to Non-Registered Devices

1 In ZENworks Control Center, click Configuration in the left pane to display the Configuration tab,
if it’s not expanded, click Management Zone Settings.

2 Click Device Management to expand its listing, then select Preboot Services.

3 If necessary, expand the Device Imaging Work Assignment section, then click Add in the
Hardware Rules section to open the Rules Construction dialog box.

4 In the Bundle to Apply field, browse for and select the desired Preboot bundle.
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3.11

5

Fill in remaining the fields to configure the type of device that you want to image in the
multicast session.

For more information on the Rule Construction dialog box, see “Rule Construction” on page 84.

Click Apply at the bottom of the Preboot Services section to save the non-registered device
settings.

When devices fulfilling the requirements that you defined in these steps boot, they are imaged
from the image contained in the selected Preboot bundle.

To enable the multicast session, continue with “Enabling or Disabling a Multicast Image Set
Bundle” on page 135.

Editing Imaging Work

The Edit Imaging Work page allows you to view all images that have been recently applied to the
selected device, and the image that is currently assigned (known as its “effective” image).

To edit a server’s or workstation’s Preboot Services work:

1

In ZENworks Control Center, click Devices in the left pane to display the Devices panel in the
Managed tab.

In the Name column, click Servers or Workstations to display the devices.

Click a device.

The Summary tab should display. If not, select it.

In the Imaging Work section, click Advanced to start the Edit Imaging Work Wizard.

5 In the Imaging Work section, select one of the following from the drop-down list for the

Scheduled Work field:
+ Do Nothing: Review the image files:

The Applied Image Files section displays the image files most recently applied to the
device.

+ Apply Assigned Imaging Bundle: Select a bundle in the Bundle field:

Bundle: Select or specify the bundle. Its bundle name, folder, and description are
displayed.

The Bundle field displays the currently effective bundle. You can select the bundle to apply
from the drop-down list, which changes the effective bundle for the device, then click OK.

If you’ve assigned a ZENworks Image bundle to a device, do the following:
1. Click the Devices tab.
2. Click Servers or Workstations.
3. Select the check box next to the device to which you assigned the bundle.
4. Click Action > Apply Assigned Imaging Bundle.

The next time the device boots, or when you manually apply a Preboot bundle (such as
from a ZENworks imaging CD, DVD or bootable USB), the selected bundle is applied.
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IMPORTANT: In order to have bundles to select, the administrator user that you are logged
in as must have rights to modify devices and to apply bundles. For more information on
administrator rights, see “Rights Descriptions” in the ZENworks Administrator Accounts
and Rights Reference.

NOTE: *When multiple bundles are assigned, only the first bundle in the Bundle drop-
down list is applied to the device.

+ You can change the effective bundle assignment to the device by altering the order of
the bundles in the Bundle drop-down list.

Apply Rule-Based Imaging Bundle: This assigns the device to be imaged if it matches any
Preboot bundle that is based on rules.

Take an Image: Fill in the fields:
Image Format: Select the format of the image to be applied.

Server and Path of New Image File: Browse for or enter the full path to where you want
the image file saved. This option is displayed only for the ZENworks Image format.

Shared Network Path for Image File: Specify the shared-network path where you want to
save the .wi mor . gho files. The directory must be a Windows share or a Linux CIFS or SMB
share, and you must have the Write permission to it. If the Novell File Upload extension is
not installed on the device, you must install it before you can browse to and upload the file.
This option is displayed only for the Windows Imaging Format (.wi m).

Image Filename Specify the filename to save the .wi mor . gho file. This option is displayed
only for the Windows Imaging Format (.wi m) and Ghost Imaging Format (. gho).

Network Credential: Click [&] to browse for and select the network credentials to be used
for accessing the device that has . wi m or (. gho) files. This option is displayed only for the
Windows Imaging Format (.wi m) and Ghost Imaging Format (. gho).

Image Compression: Select one:

+ Balanced: Automatically balances compression between an average of the reimaging
speed and the available disk space for the image file. This option is displayed only for
the ZENworks Image format

+ None: This option is displayed only for the Windows Imaging format (.Wi m) and Ghost
Imaging Format (. gho).

+ Optimize for Speed: Optimizes the compression to allow for the fastest reimaging
time. Use this option if CPU speed is an issue. By default, this option is selected.

+ Optimize for Space: Optimizes the compression to minimize the image file’s size to
conserve disk space. This can cause reimaging to take longer.

Imaging Bundle: To create a new image bundle, select the Create an Image Bundle option
and configure the following options

+ Name: Provide a name for the bundle. The bundle name must be different than the
name of any other item (bundle, group, folder, and so forth) that resides in the same
folder. The name you provide displays in ZENworks Control Center and the ZENworks
Agent (on managed devices).

+ Destination Folder: Type the name or browse to the ZENworks Control Center folder
where you want the bundle to reside. The default is / bundl es, but you can create
additional folders to organize your bundles.


https://www.novell.com/documentation/zenworks-2020-23.3/pdfdoc/zen_sys_admin_rights/zen_sys_admin_rights.pdf#ban8asd
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+ Description: Provide a short description of the bundle's contents. This description
displays in ZENworks Control Center and in the ZENworks Agent.

The image is taken the next time the device boots, or when you manually apply a Preboot
bundle, such as from a ZENworks imaging CD, DVD or bootable USB.

6 Click OK to exit the wizard.

Your changes should be displayed in the Imaging Work panel for the device.

3.12 Managing Preboot Bundles

The Settings page of a bundle lets you manage bundle settings, including the ZENworks system
variables that are available for use on bundles, content replication settings for ZENworks Primary
Servers and Satellite devices, sandbox settings, Endpoint throttle, and Image bundle flags.

Settings can be inherited from the following locations:
+ (System): The bundle is inheriting the setting established for the Management Zone
(Configuration tab > Management Zone Settings).
+ Folder: The bundle is inheriting the setting established for one of its parent folders.

+ Device: The bundle is not inheriting the setting, but the setting is configured directly on the
bundle.

+ --—-: The bundle is not inheriting the setting and the setting is not configured directly on the
bundle. In other words, the setting is not configured at the system level, the folder level, or the
bundle level.

For detailed information about the settings that you can configure for a Preboot bundle, review the
following sections:

+ Section 3.12.1, “Configuring Settings for a Preboot Bundle,” on page 167

¢ Section 3.12.2, “Managing Bundle Variables,” on page 168

+ Section 3.12.3, “Configuring Sandbox Settings,” on page 170

+ Section 3.12.4, “Configuring Image Bundle Flag Settings,” on page 171

3.12.1 Configuring Settings for a Preboot Bundle

1 In ZENworks Control Center, click the Bundles tab.

2 Click the Preboot bundle whose settings you want to configure.

3 Click the Settings tab.

4 In the Bundle Management panel, click the setting you want to configure:

+ System Variables: Lets you manage the ZENworks system variables that are available for
use on devices, including those inherited from the Management Zone and new variables
that you define.

For more information on system variables, see “Using System Variables” in the ZENworks
Control Center Reference.
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3.12.2

+ Primary Server Replication: Lets you manage content replication to Primary Servers. You
can specify whether or not new Primary Servers added to the system are assigned to host
the bundle. You can also specify that the bundle is included or excluded from being hosted
on a specified Primary Server.

For more information on content replication, see “Content Replication” in the ZENworks
Primary Server and Satellite Reference

+ Satellite Server Replication: Lets you manage content replication to Satellite devices. You
can specify whether or not new Satellites added to the system are assigned to host the
bundle. You can also specify that the bundle is included or excluded from being hosted on a
specified Satellite.

NOTE: ZENworks images are not replicated from one Primary Server to other Primary or
Satellite Servers.

For more information on content replication, see Content Replication in “Content
Replication” in the ZENworks Primary Server and Satellite Reference

+ Sandbox Settings: Lets you configure the settings for the sandbox.

For more information on the sandbox settings, see Section 3.12.3, “Configuring Sandbox
Settings,” on page 170.

+ Endpoint Throttle Settings: Lets you configure the throttle rate settings at a bundle and
bundle folder level. The throttle rate determines the bandwidth for distributing content to
devices associated with a location.

+ Image Bundle Flag Settings: Lets you configure Image bundle settings that are used when
restoring an image by applying a bundle.

For more information on Image bundle settings, see Section 3.12.4, “Configuring Image
Bundle Flag Settings,” on page 171.

5 If the setting is configured at the system or folder level, click Override settings to enable you to
configure the setting at the bundle level.

6 Fill in the fields.

To get information about the fields, click the Help button or select the appropriate topic from
the following list:

Managing Bundle Variables

The Bundles Settings page lets you manage the system variables that are available for use on the
Linux Imaging Script, AutoYaST, and Kickstart bundles.

You can define the system variables in the ZENworks script that you specify while creating the Linux
Imaging Script bundle. For more information, see Section 3.4, “Configuring Linux Imaging Script
Bundles for ZENworks Imaging,” on page 141.

You can define system variables in the AutoYaST XML script and the Kickstart configuration file that
are required to create AutoYaST and Kickstart bundles respectively. While creating a bundle, you
must choose to import the AutoYaST XML script or the Kickstart configuration file so that the
variables can be automatically resolved when the bundle is applied on the managed devices. If you
choose to create a bundle in which the AutoYaST XML script or the Kickstart configuration file that
contains system variables is accessed by using a protocol, the system variables are not resolved, and
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consequently the bundle is not applied on the managed devices. For more information about the

AutoYaST bundle, see Section 3.5, “Configuring the AutoYaST Bundle,” on page 143, and about the
Kickstart bundle, see Section 3.6, “Configuring the Kickstart Bundle,” on page 147.

The Inherited panel displays all system variables that are inherited from the ZENworks Management

Zone or parent folders. You cannot delete or modify inherited variables. However, if you add the
same system variable, but give it a different value, the new variable value overrides the inherited

variable value.

When specifying the variable in a script, use the following syntax:

Replace with the name of the ZENworks variable.

The System Variables panel lets you define that can be used to replace paths, names, and so forth as
you enter information.

You can define system variables at three levels:

+ Management Zone: The system variables are inherited by the following: device folders, devices,

and bundles.

+ Device Folder: The system variables are inherited by all devices contained within the folder or

its subfolders.

+ Device or Bundle: The system variables apply only to the device or bundle for which they are

configured.

The following table lists the tasks you can perform to manage the system:

Task

Steps

Additional Details

Add a variable

Remove a variable

1.

1.

If you are configuring system for
an object (not for the entire
Management Zone), click
Override settings to activate the
System Variables panel.

Click Add, provide the name and
value for the variable, then click
OK.

. Click Apply.

Select the check box next to the
variable or variables that you
want to delete.

Click Remove.

Click Apply.

When configuring system variable for
an object, you can override an
inherited variable by defining a new
variable with the same name but a
different value. For example, if

Var 1=c:\ isinherited, you can
override it by defining Var 1=d: \ .

Variable names cannot include spaces
and must be unique at the level where
they are defined. For example, you
cannot have two variables named Varl
defined at the device level (unless one
is inherited, in which case the device
level variable overrides the inherited
variable).

Variable values cannot include the
characters & and <.
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Task Steps Additional Details

Edit a variable 1. Select the check box next to the  Variable names cannot include spaces
variable. and must be unique at the level where
2. Click Edit. they are defined. For example, you
cannot have two variables named Varl
3. Modify the Name and Value fields  gefined at the device level (unless one
as desired, then click OK. is inherited, in which case the device
4. Click Apply. level variable overrides the inherited
variable).

Variable values cannot include the
characters & and <.

For more information about system variables, see “Using System Variables” in the ZENworks Control
Center Reference.

3.12.3 Configuring Sandbox Settings

1 In ZENworks Control Center, click Bundles.

2 Click the desired Preboot bundle for which you want to configure sandbox settings.
3 Click Settings.

4 Click Sandbox Settings.

5 Configure the desired settings:

+ Sandbox Content Replication Status: Select the Sync Sandbox content to content servers
option to enable the Primary Server Replication settings and Satellite Server Replication
settings of the published version of the bundle to be applied to the sandbox version of the
bundle. This enables the sandbox content to also be replicated to the specified Primary and
Satellite servers.

+ Sandbox Chained Bundles Settings: Select the Consume Sandbox version of chained
bundles option to enable the test device to receive the sandbox version of the dependent
bundles if it exists. If this option is not selected, the device receives only the published
version of all the dependent bundles.

+ Sandbox Addon Image Settings: The Enable creation of addon image for Sandbox option is
available only for the Windows bundles. Select this option if the published version of the
Windows bundle has an add-on image and if you want a new add-on image to be created
for the sandbox version of the bundle.

If the Enable creation of addon image for Sandbox option is not selected, the add-on image
is not automatically created for the sandbox version of the bundle. Also, you cannot
manually create an add-on image to the bundle at a later time.

Even though you can have multiple published versions for a bundle, add-on images are
available only for the latest published version and the sandbox version of the bundle. The
add-on image of an existing published bundle is deleted when you create a new published
version.

6 Click Apply > OK.
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3.12.4

Configuring Image Bundle Flag Settings

The Image Bundle Flag settings allow you to retain the IP address and other identity information of a
device while restoring an image. You can choose to retain the IP address and other identity
information from the existing ISD or from the restored image.

These options are only applicable when the Preboot bundle is applied to a specific device. The image
used in this bundle must contain the device’s previous IP address and ZENworks Control Center
object information.

1 In ZENworks Control Center, click Bundles.

2 Click the desired Preboot bundle for which you want to set Image Bundle Flag settings.

3 Click Settings.

4 Click Image Bundle Flag Settings.

5 Select one or both of the following options:

+ Use the IP Address from the Bundle Image Rather Than from Image Safe Data

Use this option if you have previously taken an image of the device and are using that
image with this Preboot bundle. This option causes the imaging agent service to write the
device’s IP address that is contained in this image to the Image Safe Data location on the
replacement hard drive.

Do not use this option if the image being used for this bundle was not previously made
from this device.

If you do not select this option, then:

+ If the device that this Preboot bundle is applied to is still using its primary hard drive
to boot from, the IP address in its Image Safe Data continues to be used.

or

+ If the device that this Preboot bundle is applied to has been given a new hard drive to
boot from, but you do not have a previous image of the old hard drive, then the IP
address is assigned according to your ZENworks Management Zone configuration for
non-registered devices.

+ Use Identity Information from the Bundled Image Rather Than from Image Safe Data

If you are using a previous image of this device, this option writes ZENworks Control Center
object identity information as contained in the image to the new hard drive’s Image Safe
Data location, which allows the device to retain its ZENworks Control Center object.

However, if the image contained in this bundle was not previously made from this device, it
receives the new ZENworks Control Center object that is defined in the image.

If you do not select this option and the device that this Preboot bundle is applied to has
been given a new hard drive to boot from, then a new ZENworks Control Center object is
created according to your ZENworks Management Zone configuration for non-registered
devices.

6 Click Apply > OK.
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3.13 ZENworks WinPE Imaging

3.13.1

3.13.2

Section 3.13.1, “Limitations of Using ZENworks WinPE Imaging,” on page 172

Section 3.13.2, “Using WinPE Maintenance Mode Prompt to Make an Image Locally,” on
page 172

Section 3.13.3, “Using the WinPE Maintenance Mode Prompt to Make an Image on a Proxy,” on
page 174

Section 3.13.4, “Using the WinPE Maintenance Mode Prompt to Restore an Image Locally,” on
page 175

Section 3.13.5, “Using the WinPE Maintenance Mode Prompt to Restore an Image from a
Proxy,” on page 176

Section 3.13.6, “Using ZENworks Control Center for WinPE Auto Imaging,” on page 178
Section 3.13.7, “Image-Safe Data Viewer and Editor (zisview and zisedit),” on page 178

Section 3.13.8, “Prerequisites for Taking and Restoring an Image Partition-wise Using WinPE,”
on page 179

Section 3.13.9, “WinPE Add-on Imaging,” on page 180

Section 3.13.10, “Multicast Images using ZENworks WinPE,” on page 181

Section 3.13.11, “WinPE ISDTool,” on page 185

Section 3.13.12, “Creating WinPE ISO,” on page 185

Section 3.13.13, “Adding the PowerShell Package to WinPE,” on page 186

Section 3.13.14, “Adding Drivers and Packages to an Existing WIM File,” on page 187

Limitations of Using ZENworks WinPE Imaging

Following are some of the limitations of using ZENworks WinPE imaging:

*

ZENworks image taken using WinPE and add-ons extracted from the image cannot be restored
in Linux distro and vice versa.

Peer-to-peer multicasting cannot be performed between WinPE and Linux distro.

By default, PowerShell packages are not added in the WinPE. For more information, see
Section 3.13.13, “Adding the PowerShell Package to WinPE,” on page 186.

Ensure that all WinPE img command arguments are prefixed with a - (hyphen).

Using WinPE Maintenance Mode Prompt to Make an Image
Locally

Using the WinPE maintenance mode prompt, the following example explains the syntax and
available parameters that you can use with the “make locally” (- makel ) mode command:

img -make -local drive_letter\filenane.znmy [-exclude=partition_nunber] |-
i ncl ude=partition_nunber]

You can abbreviate -make -l ocal as:-m-1local,-mkel,or-m.

You can also abbreviate - excl ude as-x and -i ncl ude as- | .
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For more information, see:

+ “Command Details” on page 173

+ “Examples” on page 173

Command Details

Table 3-5 Make Local Commands and Parameters

Parameter

Specifies

drive letter\filename.zng

-comp=comp_level

-exclude=partition_number
or

-x=partition_number

and
-include=partition_number
or

-l=partition_number

The image file name, including the . zny extension,
and any drive letter, which has local file share or any
mounted storage disk. However, the directories in the
path must exist.

If the file already exists, an error occurs. You must use
a different file name or delete the existing image file
in order to use the same filename.

comp_level is the amount of compression used when
creating the image. Specify any number from 0-9. 0
means no compression. 1 is the same as Optimize for
Speed and is used by default if the parameter is not
specified. 6 is similar to Balanced. 9 is the same as
Optimize for Space, which provides the slowest
performance.

The partition number of a local partition to exclude
from the image or include in the image. You can
repeat this parameter as needed to exclude or
include multiple partitions.

Available partitions can be displayed using i mg - p.

If you omit the exclude parameter, all partitions are
included in the image except the one where the
image is stored.

Examples

Table 3-6 Make Local Examples

Examples

Explanation

img -makel Q\inage.zny

Takes an image of all partitions and saves it to
Q\(Drive nounted to share the folder
path where the i mage needs to be
stored)\image. zny.

Where Q \ can be a mounted network share or a
removable disk.
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3.13.3

Using the WinPE Maintenance Mode Prompt to Make an Image
on a Proxy

Using WinPE maintenance mode prompt, the following example explains the syntax and available
parameters that you can use with the “make to proxy” (-makep) mode command:

img -make -proxy added filepath\filenane.zngy -ip=IP_address |-
comp=conp_|l evel ] [-exclude=partition_nunber] [-include=partition_nunber]

You can abbreviate - make - proxy as:-m - pr oxy, - makep, or - np.

You can also abbreviate - excl ude as-x and -includeas-1I.

To set the proxy address, run the set PROXYADDR=<SERVER | P> command.
For more information, see:

+ “Command Details” on page 174

+ “Example:” on page 175

Command Details

Table 3-7 Make Proxy Commands and Parameters

Parameter Specifies

added_path\filename.zmg  The image file name, including a . zng extension (which is case sensitive)
and any added path. The Imaging engine automatically saves images to
the default i mages directory on the Imaging Server:

Windows: %ZENWORKS HOVE% wor k\ cont ent - r epo\ i nages\
Linux: / var/ opt/ novel I / zenwor ks/ cont ent - r epo/ i mages/

If no folders are specified in the path (added_path), the image is created
in this i mages directory.

A forward slash is not needed at the beginning of any added path.

You can create subdirectories under i mages for organizing your image
files. However, any such subdirectories that you specify in the path must
already exist when you use this command. ZENworks does not create the
directories during imaging.

If the image file itself already exists, the Imaging Server won’t overwrite
it unless you enable this behavior in ZENworks Control Center for the
Imaging Server. To enable the behavior in ZENworks Control Center, click
Configuration > Management Zone Settings > Device Management >
Preboot Services > Device Imaging Work Assignment, select the Allow
Preboot Services to overwrite existing files when uploading option.

-ip=IP_address The IP address or DNS name of an imaging server. If you do not use this
parameter, the value for PROXYADDR is used.
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3.13.4

Parameter Specifies

-comp=comp_level comp_level is the amount of compression used when creating the image.
Specify any number from 0-9. 0 means no compression. 1 is the same as
Optimize for Speed and is used by default if you do not specify this
parameter. 6 is similar to Balanced. 9 is the same as Optimize for Space,
which provides the slowest performance.

-exclude=partition_number The partition number of a local partition to exclude from the image or

or include in the image. You can repeat this parameter as needed to exclude
-x=partition_number or include multiple partitions.

and . .
-include=partition_number Available partitions can be displayed usingi ng -poring -

or partition.

-I=partition_number If you omit either parameter, all partitions are included in the image.

Example:

Table 3-8 Make Proxy Examples

Example Explanation

i mg - makep Takes an image of all partitions and saves the image to the Imaging
subdi r 1\ nyi nage. zny Server.

Using the WinPE Maintenance Mode Prompt to Restore an
Image Locally

Using the WinPE maintenance mode prompt, the following example explains the syntax and
available parameters that you can use with the “restore from local” (- r est or el ) mode command:

imy -restore -local drive_letter\filenane.zng [-s=file_set] [-
ap=advanced_opti ons]

You can abbreviate -restore -local as:-r -local,-restorel,or-rl.
For more information, see:

+ “Command Details” on page 175

+ “Examples” on page 176

Command Details

Table 3-9 Restore Local Commands and Parameters

Parameter Specifies

-restorel The partition number (as displayed by img -p) of the local partition to
retrieve the image from. It must be a primary partition. This partition is not
changed by the imaging operation.
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Parameter Specifies

-s=fileset The number of the image file set to be restored. Valid values are 1 through
10. For information on creating file sets of an image, see Section 1.6.2,
“Creating, Installing, and Restoring Standard Images,” on page 40.

If you omit this parameter, file set 1 is used.

-ap=partition:partition A mapping between a partition in the image archive (apartition) and a target
physical partition on the local machine (ppartition). Use this parameter to
selectively restore a specific part of the image to a specific local partition.

IMPORTANT: If you use this parameter, none of the existing local partitions
are removed, and only the target local partition is updated. The update
process does not remove any existing files; however, any existing files of the
same names are overwritten. If you want to remove all existing files from the
target partition before updating it, first use the Partition Operations Mode to
delete and recreate the partition. If you choose to restore the base image,
you need to delete and recreate the target partition before restoring the
image because your system might be left in an inconsistent state if the
Selective Partition Image restoration fails.

For apartition, use the partition number displayed for the source partition in
the Image Explorer (zmgexp) utility. For partition, use the partition number
displayed byi ng -poring -partition forthe target partition. The
target partition must be a partition of a supported file system. You can
repeat this parameter as needed to request multiple selective restorations in
a single operation. In doing so, you can apply multiple parts of the image to a
single local partition, but you can’t apply the same part of an image to
multiple local partitions in a single operation.

Examples

Table 3-10 Restore Local Examples

Example Explanation
inmg -restorel Removes all existing local partitions, retrieves the image from
Q \ nyi mage. zny Q \ nyi mage. zny.

Where Q \ can be a mounted network share or a removable disk.

3.13.5 Using the WinPE Maintenance Mode Prompt to Restore an

176

Image from a Proxy

At the WinPE maintenance mode prompt, use the “restore from proxy” (- r est or ep) mode
command to restore an image from a proxy.

+ To restore an image by specifying the image file path:

ing -restore -proxy added_filepath\filenane.zng -i p=I P_address [-s=set]
[ -ap=advanced_opti ons]
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You can abbreviate -restore -proxy as:-r -proxy,-restorep,or-rp.

To set the proxy address, run the set PROXYADDR=<SERVER | P> command.

For more information, see:

+ “Command Details” on page 177

+ “Examples” on page 178

Command Details

Table 3-11 Restore Proxy Mode Commands and Parameters

Parameter Specifies

added_filepath\filena The file name and added path of the image to retrieve, including the . zng

me.zmg extension (case sensitive).

-s=fileset The number of the image file set to be restored. Valid values are 1 through 10.
For information on creating file sets of an image, see Section 1.6.2, “Creating,
Installing, and Restoring Standard Images,” on page 40.
If you omit this parameter, file set 1 is used.

-ip=IP_address The IP address or DNS name of an imaging server. If you do not use this

parameter, the value for PROXYADDR is used.

-ap=partition:partitio
n

A mapping between a partition in the image archive (apartition) and a target
physical partition on the local machine (ppartition). Use this parameter to
selectively restore a specific part of the image to a specific local partition.

IMPORTANT: If you use this parameter, none of the existing local partitions are
removed, and only the target local partition is updated. The update process
does not remove any existing files or overwrite any existing files of the same
names if they are newer. If you want to remove all existing files from the target
partition before updating it, first use the Partition Operations Mode to delete
and re-create the partition. If you choose to restore the base image, you need
to delete and recreate the target partition before restoring the image because
your system might be left in an inconsistent state if the Selective Partition
Image restoration fails.

For apartition, use the partition number displayed for the source partition in
the Image Explorer (zmgexp) utility. For ppartition, use the partition number
displayed by i ng dunp for the target partition. The target partition must be a
partition of a supported file system. You can repeat this parameter as needed
to request multiple selective restorations in a single operation. In doing so, you
can apply multiple parts of the image to a single local partition, but you can’t
apply the same part of an image to multiple local partitions in a single
operation.
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3.13.6

3.13.7

Examples

Table 3-12 Restore Proxy Mode Examples

Example Explanation

imy -restorep Removes all existing local partitions, retrieves the image from

subdi r 1\ nyi nage. zny subdi r 1\ nyi nage. zng on the Imaging Server, and restores the
partitions and contents of that image on the available local writable
devices (assuming there is sufficient local space).

NOTE: In ZENworks, you only need to provide the image file name (the . zny file) because the
images are stored in a fixed location. For example, if you saved the image file in the default location,
enter:

img -rp nyi magefile.zngy

Because you can organize your images under the \ i mages directory by adding subdirectories, the
additional path where you created the image file should be provided. For example:

imy -rp \wi ndows\vi sta\nyi magefile. zng

Using ZENworks Control Center for WinPE Auto Imaging

The following imaging tasks that are available in ZENworks Control Center for WinPE imaging:

+ “Auto Take Image using WinPE” on page 178
+ “Auto Restore Image using WinPE” on page 178

Auto Take Image using WinPE

For more information, see “Taking a Base Image of a Device” on page 103.

Auto Restore Image using WinPE

For more information, see “Configuring the ZENworks Image Bundle for Automatic Imaging” on
page 107.

Image-Safe Data Viewer and Editor (zisview and zisedit)

The Image-Safe Data Viewer and Editor features that are supported on the ZENworks Linux Imaging
are now supported on the ZENworks WinPE Imaging as well.

For more information, see Section D.5, “Image-Safe Data Viewer and Editor (zisview and zisedit),” on
page 282.
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3.13.8 Prerequisites for Taking and Restoring an Image Partition-wise
Using WinPE

Let us consider an example of a system with default installation having 100MB boot partition and a
system partition.

1 If the system has 100MB partition (on Windows 7, or later), take an image of the 100 MB
partition separately. To take an image of the 100 MB partition, run the following command:
# inmg -np <bootpartition> znmgy -1=1

In the above command, -1 =1 indicates that you include partition number 1, which is the 100
MB partition.

You can use the following command to take image of all partitions on the system, where |
indicated the partition number.

# inmg -np <wi ndows_os_partition> znmg -1=2
To restore the Windows images partition-wise, do the following:

1 Delete all the partitions by using the i ng - pd command. For example:
ing -pd 1
ing -pd 2
1 and 2 in the above commands correspond to the hard disk partition number.
2 Create the partitions by using the i mg - pc command. For example:
ing -pc 1 -type=NTFS -si ze=100(for the 100 MB partition for Windows 7, or later).
ing -pc 2 -type=NTFS (to restore the C:\drive)
3 Mark the partition 1 as Active by using thei ng - pa 1 command.
4 Restore images partition-wise.
Partition wise restore for UEFI systems
To take an image partition wise:
1 Onthe system with UEFI boot enabled, install the operating system and take the image partition
wise using the following commands:
1.inmg -np <MRE>.zng -1=1
2.img -np <ESP>.zng -1=2
3.ing -mp <MRP>.znmg -1=3
4. ing -np <wi ndows_os_partition> zng -1=4

2 Make a note of the size of each partition on the base system. The same values can be used
during the restoration of the image.

To restore the image partition wise:

1 Runtheing -pc 1 -type=NTFS -si ze=<xxxxMB> -gui d=PartitionType command to
create a GPT partition on a device.
The Partiti onType attribute in the above command can take any of the following values:

+ MBD: Microsoft Basic Data Partition
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+ MRP: Microsoft Reserved Partition

+ WRE: Windows Recovery Environment Partition

+ ESP: EFI System Partition

This command will create a xxxx MB partition with GUID partition type, and initialize the
partition with the NTFS file system.

Ensure that the following conditions are met for a successful partition creation:

+ If the partition type is ESP, then the - t ype value in the command should be FAT32.

+ Size of MRP partitions depends on the size of the disk. For a disk size less than 16 GB, the
MRP partition is 32 MB, and for a disk size more than 16 GB, the MRP partition is 128 MB.

Example:
inmg -pc
ing -pc
ing -pc
ing -pc

1
2
3
4

-type=NTFS -si ze=300 - gui d=W\RE
-type=FAT32 -si ze=100 - gui d=ESP
-type=RAW - si ze=128 - gui d=MRP
-type=NTFS -si ze=40000 - gui d=MBD

2 Mark the following three partitions as active by using the i my -pa <partiti on nunber>

command:

+ Recovery: Windows Recovery Environment

+ System: EF| system partition

+ Reserved: Microsoft reserved partition

+ Primary: Windows partition (Microsoft basic data partition)

For example, to make the first partition active, run thei ng - pa 1 command. For information
about the three partitions, refer to the following image.

DISKPART> list partition

3 Restore each partition using the advanced switches:

-p

-p
-p
-p

<WRE>. zng -ap=al:pl
<ESP>. zng - ap=al: p2
<MRP>. zng - ap=al: p3
<wi ndows_os_partition>. zng -ap=al: p4

WinPE Add-on Imaging

Following are the features supported for Add-on imaging using ZENworks WinPE:

+ Add-on extracted from ZENworks images taken using WinPE

e ing -r
e ing -r
e ing -r
e ing -r
3.13.9
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+ The bundle add-on created from ZENworks Control Center

+ The add-on created using the Image Explorer

For more information, see “Creating an Add-On Image for an Existing Bundle” on page 106.

3.13.10 Multicast Images using ZENworks WinPE

Following are the features supported for Multicasting images using ZENworks WinPE:

+ “Auto Multicasting” on page 181
+ “Manual Multicasting” on page 181

+ “Peer-to-peer Manual Multicasting” on page 183

Auto Multicasting

Auto multicast can be performed by assigning multicast image set bundles to clients from ZENworks
Control Center.

NOTE: While creating multicast image set bundles for WinPE, ensure that you select the ZENworks
WinPE Imaging option.

For more information, see Section 3.3, “Multicasting Images for ZENworks Imaging,” on page 130.

Manual Multicasting

On the ZENworks Imaging Server, do the following to initiate a multicast session:

+ “On a Windows Primary or Satellite Server” on page 181
¢ “On a Linux Primary or Satellite Server” on page 182

+ “Initiating a Multicast Session from Each Client” on page 183

On a Windows Primary or Satellite Server

1 In the Services window, determine whether the ZENworks Preboot Service is running.
If it is not running, then right-click the service and select Start.

2 On the command line, enter the following to enable a multicast session:
YZENWORKS HOVE% bi n\ pr eboot \ zngntast . exe -ntast argunents

where arguments represents the following that you can append to the command line:
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Argument Description

session_name (Required) The session name is any string that uniquely identifies this
multicast session from other multicast sessions that might be in progress on
the network.

-p pat equire e path to the image to be multicast, which is located on the
h (Required) Th h he i b Iti hich is | d h
Imaging Server. This must be the full path.

-i IP_address (Optional) The IP address of the Imaging Server. If not specified, the IP
address of the Primary Server is considered by default.

-t time_wait (Optional) If not enough devices have booted to fulfill the Client Count
requirement, the multicast session begins if a participating device boots and a
certain amount of time passes without another participating device booting.
Specify this amount of time. The default is 5 minutes.

-c client_count (Optional) The number of participating devices you want to have booted
before the multicast session begins. If you do not specify a number, the
defaultis 1.

IMPORTANT: The image is sent and placed on each participating device only after you initiate
the multicast session from each participating client.

3 To view the list of multicast sessions, enter:
YZENWORKS _HOVE% bi n\ preboot\ zngnctast . exe -list -i proxy_|P_address

The -i argument is optional.

4 To stop a multicast session, enter:

YZENWORKS _HOVE% bi n\ pr eboot \ zngntast . exe -stop sessi on_nane -
proxy_| P_address

The session_name is required and the - i argument is optional.

5 Continue with “Initiating a Multicast Session from Each Client” on page 183.

On a Linux Primary or Satellite Server
1 Onthe command line, enter the following to make sure the imaging software is running:
[etclinit.d/ novell-pbserv status
If it is not running, then enter:
/etc/init.d/ novell-pbserv start
2 Onthe command line, enter the following to enable a multicast session:
[ opt/ novel | / zenwor ks/ preboot / bi n/ novel | - zngntast -ntast argunents

where arguments represents the following that you can append to the command line:
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Argument Description

session_name (Required) The session name is any string that uniquely identifies this
multicast session from other multicast sessions that might be in progress on
the network.

-p pat equire e path to the image to be multicast, which is located on the
h (Required) Th h he i b Iti hich is | d h
Imaging Server. This must be the full path.

-i IP_address (Optional) The IP address of the Imaging Server.

-t time_wait (Optional) If not enough devices have booted to fulfill the Client Count
requirement, the multicast session begins if a participating device boots and a
certain amount of time passes without another participating device booting.
Specify this amount of time. The default is 5 minutes.

-c client_count (Optional) The number of participating devices you want to have booted
before the multicast session begins. If you do not specify a number, the
defaultis 1.

IMPORTANT: The image is sent and placed on each participating device only after you initiate
the multicast session from each participating client.

3 To view the list of multicast sessions, enter:

[ opt/novel | / zenwor ks/ preboot / bi n/ novel | - zngntast -list -
proxy_| P_address

The -i argument is optional.

4 To stop a multicast session, enter:

[ opt/ novel | / zenwor ks/ preboot / bi n/ novel | - zngntast -stop session_nane -i
proxy_| P_address

The session_name is required and the - i argument is optional.
5 Continue with “Initiating a Multicast Session from Each Client” on page 183.
Initiating a Multicast Session from Each Client

To initiate each participating device in the multicast session, enter the following at the prompt of
every device.

i My -session session_nanme

Peer-to-peer Manual Multicasting

To perform peer-to-peer manual multicast session using ZENworks WinPE:

+ “Master session” on page 184

+ “Client session” on page 184
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Master session

To start a peer-to-peer multicasting session using ZENworks WinPE:

Start the master session from WinPE using the following command:

i mg —session (session_name) —naster [-clients=count] [-timeout=mn nutes]
Example:ing -session testl -master -clients=10 -tineout=5

In this example, testl is the session name, 10 is the number of clients and 5 minutes is the timeout.

Arguments Description

(session_name) (Required) The session name is any string that
uniquely identifies this multicast session from other
multicast sessions that might be in progress on the
network.

[—clients=count] Minimum number of clients participating in the
multicast session.

[-timeout=minutes] The number of minutes the master device waits
(without reaching the required registered clients)
after the last client has registered before starting the
imaging process. This option only applies to devices
designated as session masters (where the -m
parameter is used).

If you omit this parameter, the default timeout is 5
minutes.

The imaging process does not start until the client
value is reached, or the timeout value has transpired.
After that, any clients attempting to register are
denied.

Client session

Start client session WinPE using the following command:
i ng —session (session_nanme) —client
Example:i mg —session testl —client

In this example, test1 is the session name

Argument Description

(session_name) (Required) The session name is any string that
uniquely identifies this multicast session from other
multicast sessions that might be in progress on the
network.

-client (Optional) Indicates that the device participates as a
client in the multicast session.
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3.13.11

3.13.12

WinPE ISDTool

For more information on WinPE ISDTool, see Section 3.9, “ISDTool,” on page 161.

Creating WinPE 1SO

To create a WinPE ISO (BootCD or USB), perform the following:

1 Go to ZENworks setup page.

(ZENworks > Common Tasks > Download ZENworks Tools)

Download the novel | - zenwor ks- zcc- hel per - <ver si on_nunber >. nsi file.
Where <version_number> is the latest version of ZCC Helper.

Extract or install the MSI to get the wi npr ocessor . exe file.

After installing the ZCC Helper, the wi npr ocessor . exe file can be located in the following
location:

<Drive_letter>:\Users\Adm ni strator\ AppDat a\ Roam ng\ Novel | \ ZENwor ks\ ZC
CHel per\bin

In the command prompt, run the following command on a device in which WAIK or WADK is
installed:

Wi nprocessor. exe nmakei so processor_architecture [zenworks_fol der]
Accepts the following arguments:

+ processor_architecture: Valid values are: x86 for 32-bit and amd64 for 64-bit processor
architecture.

+ zenworks_folder: The folder which contains the ZENworks imaging files downloaded from
the Primary Server location is as follows:

On Windows server:

For amd64: %ZENSERVER HOVE% ser vi ces\ zenadmi n-
ngnt \ webapps\ zenwor ks\ ext \ 3PI Uti | s\ x86_84

For x86: Y%ZENSERVER HOVE% ser vi ces\ zenadni n-
ngnt \ webapps\ zenwor ks\ ext\ 3Pl Uti | s

On Linux Server: copy using docker cp <cont ai ner _name>: <sr c_pat h> <l ocal _pat h>

For amd64: docker cp zenadm n-ngnt:/opt/ m crof ocus/ zenwor ks/ shar e/ t ontat/
webapps/ zenwor ks/ ext /3P Uti | s/ x86_64/

For x86:docker cp zenadmi n-ngnt:/opt/ m crof ocus/ zenwor ks/ share/ t oncat/
webapps/ zenwor ks/ ext/ 3Pl Utils

While creating a WinPE imaging CD, if the Imaging Server is specified in the zenset ti ngs. i ni file,
then this imaging CD can be used for auto WinPE bootcd. If imaging server is not specified in the
zensettings.ini file, then the CD can be used for manual imaging.

For 32-bit zenset ti ngs. i ni image file is available in the 3Pl Ut i | s folder and for 64-bit
zensettings.ini image file is available in the 3Pl Ut i | s\ x86_64 f ol der.

While copying the 32-bit image files, ignore the x86_64 folder.
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NOTE: The ISO file will be generated in the location where the wi npr ocessor . exe file is located.
The wi npe. wi mfile available in the following location will be used to create the ISO file:

W ndows_Drive:\Program Files (x86)\W ndows
Ki t s\ <versi on_nunber >\ Assessnment and Depl oynent Kit\ W ndows
Preinstal | ati on Environment\<architecture>\en-us

Use this ISO file to burn the CD or DVD or USB, and then boot into ZENworks WinPE.

3.13.13 Adding the PowerShell Package to WinPE

By default, PowerShell packages will not be included in WinPE. To add the PowerShell packages to
wi npe. wi m perform the following:

1. Take a backup of the wi npe. wi mfile available in the following location:

Drive_letter:\Program Files (x86)\W ndows

Ki t s\ <versi on_nunber >\ Assessment and Depl oynent Kit\ W ndows
Preinstal |l ati on Environnent\<architecture>\en-us

Where <version_number> can be 8, 8.1 or 10 and <architecture> can be x86 or amd64

2. Add following packages to wi npe. wi mand upload to ZCC third party settings from a WAIK or
WADK device.

+ W nPE- Net Fx. cab

+ W nPE- Net Fx_en-us. cab

+ W nPE- Power Shel | . cab

+ W nPE- Power Shel | _en-us. cab

For more information, see Section 3.13.14, “Adding Drivers and Packages to an Existing WIM
File,” on page 187

3. Upload the wi npe. wi mfile to ZCC using Wi npr ocessor . exe.

NOTE: The WinPE ISO created using the above wi npe. wi mwill include the PowerShell packages in
the WinPE ISO files.

These packages are separate for 32-bit and 64-bit architectures.
The Packages are available in the following locations in devices on which WAIK or WADK is installed:
+ x86: C.\ Program Fil es (x86)\ W ndows Kits\<version>\ Assessnent and
Depl oyment Kit\W ndows Preinstallation Environment\x86\ W nPE_CCs

+ x86 en-us cab files: C.: \ ProgramFi | es (x86)\ W ndows Kit s\ <versi on>\ Assessnent
and Depl oyment Kit\Wndows Preinstallation
Envi ronment \ x86\ W nPE_QCs\ en- us

+ x64: C.\ Program Fil es (x86)\ W ndows Kits\<version>\ Assessnent and
Depl oyment Kit\W ndows Preinstallation Environment\and64\ WnPE_QOCs

+ x64 en-us cab files: C: \ ProgramFi | es (x86)\ W ndows Kit s\ <versi on>\ Assessnent
and Depl oyment Kit\Wndows Preinstallation
Envi ronnment \ and64\ W nPE_QOCs\ en- us
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3.13.14

3.14

Adding Drivers and Packages to an Existing WIM File

To add drivers or packages to an existing WIM file, use addDrivers (Adding custom drivers) and
addPackage (Adding custom packages) commands.

Adding Drivers: To add drivers to an existing WIM file, run the following command:
W nprocessor. exe addDriver <wim Fil ePath> <Driver FilePath>

Example: wi nprocessor. exe adddriver "D:\wi npe.wi nm "D:\snmsc_x86\ net 9500- x86-
n630f . i nf"

Where D: \ wi npe. wi mis the location of the WIM file and D: \ smsc_x86\ net 9500- x86-
n630f . i nf is the location of the driver that should be added to the WIM file.

+ <wim FilePath>: The path of the WIM file for which drivers should be added.

+ <Driver FilePath>: The path of the driver files that should be added into the WIM file. The
driver file should be in the INF file format.

Adding Packages: To add packages to an existing WIM file, run the following command:
Wi nprocessor. exe addPackage <wi m Fi | ePat h> <Package Fil ePat h>
Example: wi nprocessor. exe addpackage "D:\wi npe.wi m' "D:\ W nPE- Net Fx. cab"

Where D: \ wi npe. wi mis the location of the WIM file and D: \ W nPE- Net Fx. cab is the location of
the package that should be added to the WIM file.
+ <wim FilePath>: The path of the WIM file for which packages should be added.

+ <Package FilePath>: The path of the package files that should be added into the WIM file. The
package file should be in the CAB file format.

NOTE: If you need a WinPE ISO with custom drivers and packages, then use the addDr i ver and
addPackage commands to add required drivers and packages, and then use makelSO command to
create an ISO file.

High Performance NTFS Driver (Tuxera)

The High Performance NTFS driver (Tuxera), provides enhanced performance for imaging Windows 7
and Windows XP NTFS file systems when compared to ZENworks legacy imaging. Tuxera driver, also
known as tntfs Kernel Module driver combined with the Imaging engine provides substantial
performance improvements. For operations concerning base images, the Tuxera driver is used if it is
uploaded and present in the zone. For add-on images, only the legacy ntfs driver is used.

NOTE: Before you upload the Tuxera driver onto the latest version of ZENworks, ensure that all the
Primary Servers and Imaging Satellite Servers in the zone are upgraded to latest version.
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3.14.1 Adding Tuxera Driver for ZENworks Imaging

You can download the latest Tuxera High Performance NTFS driver zip file from the hyperlink
provided and save it on your local system.
1 In ZENworks Control Center, click Configuration.
2 In the Management Zone Settings panel, click Device Management > Preboot Services > Third
Party NTFS Driver Integration Settings.
3 Click the | icon to browse for and select the high performance NTFS driver zip file.
4 Click Ok to upload to the ZENworks Server.

5 Click Status to view the status of content replication across all Primary and Satellite Servers with
Imaging role in the management zone. You must start the imaging operation only when the
status is Available.

NOTE: ¢ An image taken by using the legacy NTFS driver is restored by the legacy NTFS driver. For
high performance, these images need to be recreated by using the High Performance NTFS
(Tuxera) driver after the driver is uploaded into the ZENworks Control Center and the status is
Avai | abl e.

+ After a successful upload, this NTFS driver, is integrated with the boot cd_tntfs. i so filein
the wi nuti | s folder. To use the High Performance NTFS driver, use the bootcd_tntfs.iso
file instead of the boot cd. i so file.

+ You must upload the Tuxera driver after each ZENworks upgrade.

3.14.2 legacyntfs switch functionality

You can use the | egacynt f s switch in order to use the | egacy NTFSdriver.

1 Boot the system into the ZENworks Maintenance mode.
2 Take an image of the device by using the i ng -1 egacynt fs command.
For example, you can run the following command:

ing -np <i mage_nane>. zng -1 egacynt f s (Ensure that the - | egacynt f s is at the end of
the command).

NOTE: *If you take an image by using the | egacy NTFS driver, the image is restored by the
| egacy NTFSdriver. Also, if the t nt f s. ko file is not uploaded, you need not use the
| egacynt f s switch. In such situations, the imaging engine uses the | egacy NTFSdriver.
When the t nt f s. ko driver is present, the imaging engine uses the Tuxera driver.
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3.14.3

Prerequisites for taking and restoring an image partition-wise

Let us consider an example of a system with default installation having 100MB boot partition and a
system partition. While taking an image from a device, take a backup of the MBR of the system as
follows:

1

Export the MBR to a file by using the dd i f =/ dev/ sda of =nbr_wi n7. bin bs=512
count =1 command.

Upload the MBR file to server. If the system has 100MB partition (on Windows 7, or Windows
Vista), take an image of the 100 MB partition separately by using the | egacynt f s switch. To
take an image of the 100 MB partition by using the | egacynt f s switch, run the following
command:

# inmg -np <bootpartition> znmy -1=1 -1egacyntfs

In the above command, -1 =1 indicates that you include partition number 1, which is the 100
MB partition.

#inmg -np <os_partition> zng -1=2 -1egacyntfs

You can use the above command to take image of all partitions on the system, where | indicated
the partition number.

To restore the Windows images partition-wise, do the following:

1

Delete all the partitions by using the i ng - pd command. For example:

ing -pd 1

ing -pd 2

1 and 2 in the above commands correspond to the hard disk partition number.
Create the partitions by using the i ng - pc command. For example:

ing -pc 1 -type=NTFS -size=100 -1 egacyntfs (forthe 100 MB partition for Windows
7, or Windows Vista).

ing -pc 2 -type=NTFS (to restore the C:\drive)

3 Mark the partition 1 as Active by using thei ng - pa 1 command.

Restore images partition-wise. Restore the 100MB partition separately by using the
| egacynt f s switch.

Restore the MBR on the device after restoration. Download the MBR file from the server and
runthedd i f=nbr_wi n7.bin of =/ dev/sda bs=446 count =1 command.

Run the si dChange -i command. This command changes the Security Identifier (SID) of the
Windows system and it sets the Boot Configuration Data (BCD) offset values of the partition in
the registry. If sysprep runs on the base system, or if the r est or emask. xm file is present in
the system drive, then this command will not cause any changes.

Restoring partitions from a combination of BIOS and UEFI SYSPREP images

To selectively restore partitions from a combination of BIOS and UEFI SYSPREP images, follow the
procedure in the below mentioned scenarios:

Restoring partitions on a UEFI device:

1 Create the required GPT partitions on a disk.

2 Restore EFl and Recovery Partitions selectively from UEFI based image.
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3 Restore the C: drive from the BIOS based image.

4 Run the si dChange -f command and reboot the system. This command forcefully changes
the Boot Configuration Data (BCD) offset values of the partitions in the registry.

Restoring partitions on a BIOS device:

1 Restore the 100 MB boot partition from a BIOS based image.
2 Restore the C: drive from the UEFI based image.

NOTE: Partition restoration to a BIOS device does not require you to run the si dChange -f
command.

Partition wise restore for UEFI systems
To take an image partition wise:
1 Onthe system with UEFI boot enabled, install the operating system and take the image partition
wise using the following commands:
1. ing -np <bootpartition> zng -1=1
2.img -np <ESP>.zng -1=2
3.ing -mp <WRE>.zng -1=3
4. ing -np <systempartition> zng -1=4
2 Make a note of the size of each partition on the base system. The same values can be used
during the restoration of the image.
To restore the image partition wise:
1 Runtheing -pc 1 -type=NTFS -size= <xxxxMB> -guid=PartitionTypecommand
to create a GPT partition on a device.
The Partiti onType attribute in the above command can take any of the following values:
+ MBD: Microsoft Basic Data Partition
* MRP: Microsoft Reserved Partition
+ WRE: Windows Recovery Environment Partition
+ ESP: EFI System Partition

This command will create a 100 MB partition with GUID partition type, and initialize the
partition with the NTFS file system.

Ensure that the following conditions are met for a successful partition creation:
+ If the partition type is ESP, then the - t ype value in the command should be FAT32.

+ Size of MRP partitions depends on the size of the disk. For a disk size less than 16 GB, the
MRP partition is 32 MB, and for a disk size more than 16 GB, the MRP partition is 128 MB.

Example:

img -pc 1 -type=NTFS -si ze=300 -gui d=W\RE
imy -pc 2 -type=FAT32 -size=100 - gui d=ESP
img -pc 3 -type=1 -size=128 -gui d=MRP

imy -pc 4 -type=NTFS -si ze=40000 - gui d=MBD
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2 Mark the following three partitions as active by using the i mg -pa <partition nunber>
command:

+ Boot partition 300MB
+ EFI system partition
+ Microsoft reserved partition

For example, to make the first partition active, run thei ng - pa 1 command. For information
about the three partitions, refer to the following image.

Number Start End Size File system MName Flags
1049kE 316MBE  315MB  ntfs Basic data partition hidden, diag
316MB 420MB 105MB fat32 EFI system partitiom boot

420MB  555MB 134MB Microsoft reserved partition msftres
555MB 26.8GB 26.3GB ntfs Basic data partitiom

3 Restore each partition using the advanced switches:
¢ ing -r -p <bootpartition> zng -ap=al:pl
¢ ing -r -p <ESP>. zng -ap=al:p2
e ing -r -p <WRE>. zng - ap=al:p3
¢ ing -r -p <systempartition> zng -ap=al: p4

4 Runthe si dChange —i command. This command changes the Security Identifier (SID) of the
Windows system and it sets the Boot Configuration Data (BCD) offset values of the partition in
the registry. If sysprep runs on the base system, or if the r est or emask. xm file is present in
the system drive, then this command will not cause any changes.

Restoring Linux images partition-wise:
1 Run the following GRUB install command:

grub-install.unsupported --recheck --root-directory=/mt /dev/sda
2 Mount the boot partition to the / mt directory.

If the / et ¢/ f st ab and the gr ub. conf files use UUID to map the partitions, then execute the
procedure given below before running the gr ub-i nstal | . unsupported --recheck --root-
directory=/mt /dev/sdacommand:

1 Obtain the UUID for the partitions by running the following command:
#blkid -o full -s UUD

You can see the following message on the screen:

[ dev/sdal: UUI D="aOf 83e2a- 1579- 423e- 9a5b- 70104f 5f f 384"
/ dev/ sda2: UUI D="de8c2a54- ec39- 45bf - 8c9e-f a63b3585193"
/ dev/sda3: UU D="781f 9eb0- f af 4- 4b39- b431- 908179ad72b4"

2 Mount the boot partition and update the f st ab and the gr ub. conf files by running the
following command:
#mount / dev/sdal / mt

3 Editthe/ mt/ et c/f st ab directory as shown:
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3.15

#

UUI D=a0f 83e2a- 1579- 423e- 9a5b- 70104f 5f f 384 / ext4
defaults 11
UUlI D=de8c2a54- ec39- 45bf - 8c9e- f a63b3585193 / hone ext 3
defaults 12
UUI D=781f 9eb0- f af 4- 4b39- b431-908179ad72b4 swap swap
defaults 00

Edit the / mt/ et ¢/ grub. conf file as shown:

kernel /boot/vminuz-2.6.32-358.¢el6.x86 64 ro root=UU D=a0f 83e2a- 1579-
423e-9a5b- 70104 5f f 384 rd_NO_LUKS rd_NO LVM LANG=en_US. UTF-8 rd_NO_MD
SYSFONT=I at ar cyr heb- sun16 crashker nel =128M KEYBOARDTYPE=pc KEYTABLE=us
rd_NO DM rhgb qui et

Disabling the Tuxera Driver for ZENworks Imaging

To disable the Tuxera driver and use the legacy NTFS driver for Imaging operations:

1

4

On the PXE server, open the Hi ghPer f Dri ver. conf file. The file path is as given below:
Windows: \ Program Fi | es\ Novel | \ ZENwor ks\ Share\tftp

Linux: /srv/tftp

Comment out the following lines for the High Performance driver as shown:

NTFSDr i ver =<zenwor ks_ver si on>/ x86/tntfs. ko

NTFSDri ver _x64=<zenwor ks_versi on>/ x86_64/tntfs. ko

Delete the nt f sdri ver - RANDOWNUMBER. zi p file from the cont ent - r epo/ t np/ i magi ng
folder.

Path to the cont ent - r epo folder on the server:
Windows: %ZENWORKS HOVE% wor k\ cont ent - r epo
Linux: / var/opt/ novel | / zenwor ks/ cont ent - r epo

Restart the imaging services on the PXE server for the changes to apply.

NOTE: To use the Tuxera driver again, you need to re-upload the t nt f s. ko file from ZENworks
Control Center.

Remote Imaging over SSH

An on-demand SSH server has been introduced for the ZENworks Imaging distro. If the server is
turned on, it can be reached over the network from another device. This feature is useful in the
following scenarios:

*

If your device keyboard or keypad is not detected or not working in the distro environment, you
can still perform imaging from another machine.

On devices that have a very high-resolution, the imaging GUI might not display correctly. You
can connect to these devices from another device and perform imaging.

To troubleshoot or access the Imaging distro environment from another device.
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3.16.1

The SSH server is turned off by default. To turn it on, use the boot parameter SSHD=1 for versions
lower than SLES 15 (I MG_REMOTE_LOG N=1 for SLES 15 onwards). In the manual mode, the IP
address of the device will be displayed in the console before the distro prompt appears. You can use
the IP address to connect to the device using an SSH client. If you are not able to view the machine,
use the ZENworks Control Center device details or the imaging preboot logs to identify the IP
address.

To perform imaging with a server, run the export PROXYADDR=SERVER | P command.
To work in the UEFI mode, run the export NOVELL_FI RMAARE_UEFI =t r ue command.

The SSH shell runs in a non-elevated mode. To elevate it (to use commands such asr eboot and
hal t ) you need to source/ bi n/ bashr ¢ by runningthe . /bi n/ bashr c command or the sour ce
/ bi n/ bashr c command. if any other device that is able to connect to the pxe client from another
machine

Converting MBR Disk to GPT Disk

¢ Section 3.16.1, “Using Linux Distro,” on page 193
+ Section 3.16.2, “Using WinPE Distro,” on page 194

Using Linux Distro

An MBR based disk can be converted to GPT disk without formatting the disk.
Following are the use cases:

+ To convert only MBR data disk to GPT
+ To convert an MBR disk with Operating system to GPT

To convert only MBR data disk to GPT:
¢ Runtheing -convert <di sk_name>.
For example,i ng -convert /dev/sdX
Where sdX is the disk name.
Prerequisite to convert MBR disk with operating system:

+ Take an image of boot partition from the UEFI based Windows operating system. To identify EFI
system partition runi ng —p and look for *<partition_type> of type FAT32 EFI system partition.

To convert an MBR disk with operating system to GPT:

1 Runing -convert <di sk_nane>
For example,i ng -convert /dev/sdX
Where sdX is the disk name.

2 Delete the existing boot partition by runninging -pd <Partition_Nunber>.
Where <Partition_Number> is the number taken in the prerequisites.

3 After deleting the old boot partition, create a new boot partition in the same location by
runninginmg -pc <partition_Nunber> -type=FAT32 -size=100 - gui d=ESP.
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4 Make the boot partition as the active partition by runningi ng -pa <partition Nunber>.

5 Restore the UEFI image of the boot partition with the partition created in Step 3.

For example,i ng —rp <l mage_Nane> - ap=ax: py

6 Change the security identifier by running si dChange -i .
7 Change the firmware to UEFI in BIOS settings.

NOTE: ¢Supports only FAT and NTFS partition types.

*

*

*

*

Supports up to 26 partitions including extended partitions. If the partition is mounted from A to
Z in the available mount point, then the partition retains the mount point.

If any extended partition is mounted to a folder inside any pre-occupied mount point, then the
folder is inaccessible after conversion. However, data will be present in the created volume and
it can be accessed by mounting it on to a folder, or to a free mount point.

If the ZEN or DELL-DTK partition exists on the MBR disk, then it cannot be converted to GPT.

If any partition of the MBR disk is mounted in the distro, then the disk cannot be converted to
GPT.

Using WInPE Distro

Prerequisites

Following are the disk prerequisites specified by Microsoft for converting MBR to GPT:

*

*

*

Update the Windows PE image (winpe.wim) with the Windows ADK 1703, or a later version.
BitLocker should be disabled
Adequate space to store the primary and secondary GPTs:
+ 16 KB space and 2 sectors at the front of the disk.
+ 16 KB space and 1 sector at the end of the disk.
At most 3 primary partitions should be available in the MBR partition table.
At least one of the partitions is set as active, and it is in the system partition.
The disk should not have any extended or logical partition.

The BCD store on the system partition should contain a default OS entry pointing to the OS
partition.

The volume IDs should be able to retrieve for each volume with a drive letter.

All partitions on the disk are of MBR types should be recognized by Windows, or has a mapping
specified using the map command-line option.

For more information, see https://docs.microsoft.com/en-us/windows/deployment/mbr-to-gpt

Procedure

1 Take Backup of ZENWorks image safe data (ZISD)

+ To take Backup of ZISD, boot the device in the WinPE maintenance mode and run the
i sdt ool . exe b command.
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2 Run MBR2GPT. exe /val i dat e to perform the check and report whether the disk is eligible
for conversion.

3 Run MBR2GPT. exe /convert /disk: <di skNunber > to convert the disk to GPT.
Example: MBR2GPT. exe /convert /disk:0
4 Run | sdtool . exe r to restore ZISD.

3.17 Creating WIinPE Bundles Without Uploading
winpe.wim

You can create the following bundles without uploading the wi npe. wi m(either 32bit or 64bit) to
ZENworks Control Center:

+ Multicast Image Set
¢ Third-Party Image

+ WinPE Imaging Script
+ ZENworks Image

To create bundles without uploading Wi npe. wi m perform the following:

+ Create a system variable: You should create the SKI P_W NPE system variable and set its value

ast rue. For more information, see Adding System Variables.

+ Extract the wi npe. wi mand supported files to TFTP: You should extract the contents of the
wi npe. wi mand supported files to the TFTP folder with a predefined or required folder
structure. This ensures that the PXE clients load properly in the WinPE environment and the
bundle flows down properly.

After extracting the wi npe. wi mand supported files to the TFTP folder. Log in to ZENworks Control

Center and create the bundles.
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4 Imaging Operations in a ZENworks Asset
Management Agent and ZENworks
Desktop Management Agent Coexistence
Environment

If the ZENworks Agent with Asset Management and the ZENworks 7.x Desktop Management (ZDM
7.x) Agent coexist in your environment, the ZENworks Configuration Management managed device
is registered to the ZENworks server with the same device GUID as the ZDM 7.x Agent GUID.

For more information on deploying the ZENworks Agent to devices that have the ZDM 7.x Agent
installed, see Coexisting with the ZENworks Desktop Management Agent in the ZENworks Discovery,
Deployment, and Retirement Reference.

Refer to the following sections for information about the imaging operations from the ZDM 7.x
server:

+ Section 4.1, “Taking an Image of a Device that has the ZDM 7.x Agent and the ZENworks Agent
with Asset Management Installed,” on page 197

+ Section 4.2, “Restoring the Image,” on page 198

4.1 Taking an Image of a Device that has the ZDM 7.x
Agent and the ZENworks Agent with Asset
Management Installed

1 At the command prompt of the managed device that has the ZDM 7.x agent and the ZENworks
Agent with Asset Management installed, run the following command:

zac fsg —d

This takes a backup of DeviceGUID and DevicelD files, and subsequently deletes the files. The
. sav file is created in zenwor ks_i nstal | ati on_di rectory/ novel | / zenwor ks.

2 Launch ConsoleOne on the ZDM 7.x server, and create a task to take an image of the managed
device.

3 Reboot the managed device in the PXE mode.

An image of the device is taken and it is saved in the location that you specified while creating
the task to take an image in Step 2.
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4.2 Restoring the Image

The image of device that has the ZDM 7.x agent and the ZENworks Agent with Asset Management
installed can be restored in the following ways:
+ Section 4.2.1, “Restoring the Image on the Same Device Whose Image was Taken,” on page 198

+ Section 4.2.2, “Restoring the Image to Another Device that Has Only the ZDM 7.x Agent
Installed,” on page 198

+ Section 4.2.3, “Restoring the Image to a Non-Registered Device,” on page 199

4.2.1 Restoring the Image on the Same Device Whose Image was
Taken

If you have taken an image of a device that has the ZDM 7.x and the ZENworks Agent with Asset
Management installed, perform the following tasks to restore the image on the same device:

1 Ensure that the image is taken as described in Section 4.1, “Taking an Image of a Device that has
the ZDM 7.x Agent and the ZENworks Agent with Asset Management Installed,” on page 197.
2 Launch ConsoleOne on the ZDM 7.x server.

3 Create an imaging object with the path of the image of the managed device taken in Step 2 on
page 197.

4 Go to the managed device’s properties page, select the Restore Image option, and assign the
image object you created in Step 3.

5 Reboot the managed device in the PXE mode.

The image is restored to the device. After the image is restored, the ISD data and the GUID of
the device remain unchanged, and the device can communicate to both the ZDM 7.x and
ZENworks Configuration Management servers.

4.2.2 Restoring the Image to Another Device that Has Only the ZDM
7.x Agent Installed

1 Ensure that the image is taken as described in Section 4.1, “Taking an Image of a Device that has
the ZDM 7.x Agent and the ZENworks Agent with Asset Management Installed,” on page 197.

2 Launch ConsoleOne on the ZDM 7.x server.

3 Create an imaging object with the path of the image of the managed device taken in Step 2 on
page 197.

4 Go to the Properties page on the device that has only the ZDM 7.x Agent installed, and on which
you want to restore the image.

5 Select the Restore Image option, and assign the image object you created in Step 3.

6 Reboot the managed device on which you want to restore the image in the PXE mode.
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The image is successfully restored to the device. After the image is restored, the ISD data and
GUID of the device remain unchanged, and the device can communicate to both the ZDM 7.x
server and the ZENworks Configuration Management server.

In ZENworks Control Center, a new object is created within the Workstation folder of the Devices
tab. The GUID of the object is same as that in the ISD.

4.2.3 Restoring the Image to a Non-Registered Device

If you have taken an image of a device that has the ZDM 7.x agent and ZENworks Agent with Asset
Management installed, you can restore the image to a non-registered device that has non-registered
device settings configured.

1 Ensure that the image is taken as described in Section 4.1, “Taking an Image of a Device that has
the ZDM 7.x Agent and the ZENworks Agent with Asset Management Installed,” on page 197.

2 Launch ConsoleOne on the ZDM 7.x server.

w

Create an imaging object with the path of the image of the managed device taken in Step 2 on
page 197.

Click Server Package > Imaging Server Policy > Image Safe Data.
Configure the non-registered device settings.

Create a hardware rule, and assign the image object created in Step 3.

N oo o un b

Reboot the non-registered device in the PXE mode.
The image is restored to the non-registered device.

The device is registered to the ZDM 7.x server, and a new object is created in ConsoleOne. The
device is also registered to the ZENworks Configuration Management server, and a new object
is created in ZENworks Control Center (Devices tab > Workstation folder).

8 In ZENworks Control Center, click the Devices tab > the Workstation folder.
9 Delete the workstation object created in Step 7.
10 Boot the device that is imaged, and run the following command:
zac fsg —d
11 Reboot the device.
The device's DeviceGUID is same as the GUID with which it is registered with ZDM 7.xserver.
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5 Mac Imaging

IMPORTANT: Mac imaging is supported only if the novell-proxydhcp service is running on port 67.

This section provides a brief overview and instructions for setting up NetBoot Service and
deployment of macOS using ZENworks Primary and Satellite Servers.

The NetBoot Service feature in the ZENworks 2020 release enables administrators to use the existing
ZENworks Primary and Satellite Servers (upgraded to ZENworks 2020) as an Apple NetBoot server
and assign NetBoot, NetRestore and Netlnstall images to Apple Mac devices by using the MAC
address and model details.

Following are the different types of MAC NetBoot images:
+ Netlnstall Image: This is a network based installer image, which can be used to install or update
a device over network connection.

+ NetBoot Image: This is a network based operating system, which can be used instead of
Operating System installed on a local hard drive.

+ NetRestore Image: This is a network based image, which erases the content of your hard drive
and replaces with the contents of the network image.

NOTE: Netboot is not supported on newer MAC devices manufactured with a T2-chip.

+ Section 5.1, “Creating an Image,” on page 201

¢ Section 5.2, “Imaging Process,” on page 203

¢ Section 5.3, “Mac Image File Placement,” on page 204
+ Section 5.4, “Configuring Image Details,” on page 207

+ Section 5.5, “Configuring the Default Image Using the IsDefault Key and Troubleshooting,” on
page 210

+ Section 5.6, “Supported Mac Startup Key Combinations and Its Behavior,” on page 212

5.1 Creating an Image

Image for Mac devices can either be created using Apple System Image Utility or any third-party
image creation utility such as AutoDmg.

For more information, see https://support.apple.com/en-in/guide/system-image-utility/welcome/
mac

The image created using any of the methods will have an NBI extension. The NBI extension folder
includes many files as shown in the image:
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7 NetBootofNetinstallPrimer.nbi

E"] [m] PRS- SRR -

Mame Size~ Kind
& NetBoot.dmg 10.79 GB Disk Image
NBImagelnfo.plist 3 KB property list
v [ ias6 - Folder
booter 572 KB TaxtEd..ument
PlatformSupport.plist 5 KB property list
v [N xB6_64 -~ Folder
kernelcache 23.7MB TextEd...ument

Following are some of the important files:

+ NetBoot.dmg: This file contains the disk image file.
+ NBImagelnfo.plist: This file contains configuration

+ booter: Bootstrap file that is downloaded via TFTP image configuration and in-turn chain loads
the other required files.
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Imaging Process
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1. When the Mac device boots, it broadcasts a DHCP request to retrieve the IP configuration.
2. The DHCP server responds with the IP configuration information.

3. The device broadcasts packets to request applicable images from all servers. A globe icon is
shown at the start of this step.

4. The novell-proxydhcp service running on the imaging server responds with the applicable image
list.

If image lists are received from multiple servers, they are combined and displayed.

5. After the image is selected, the response is sent to the server from which the image was
received.

6. The details of the image download location are sent to the client. The TFTP and HTTP/ NFS path
to the image file are shared.

In an NBI image, all files except the large DMG file is downloaded from TFTP and the DMG file is
downloaded from HTTP/ NFS server.

7. The device requests the novell-tftp service to send the files that are part of NBI.
8. The imaging server sends the NBI files (booter, kernelcache etc.) using the novell-tftp service.

9. The device requests for the DMG file from the NFS/HTTP server. For more information on
configuring the HTTP/NFS details in the novell-proxydhcp.conf, see “Configuring Netboot
service in novell-proxydhcp” on page 297.
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10. The HTTP or NFS server sends the DMG file.

11. Device boots using the image.

5.3 Mac Image File Placement

The files that are part of the NBI image are downloaded using TFTP and HTTP or NFS. The smaller
files such as booter, kernelcache are downloaded over TFTP and the larger .dmg files such as
Netboot.dmg, NetInstall.dmg are downloaded using HTTP/ NFS for better speed and reliability.

As a result, the NBl image are split into two parts. Place one of them on the Imaging TFTP server and
the other on the external HTTP or NFS server.

A typing NBI image folder will have the files as shown below:

Netboot Image

NetBootofNetInstallPrimer.nbi
—— NetBoot.dmg
—— NBImagelnfo.plist
—— (386
—— PlatformSupport.plist
—— booter
—— x86_64
L— kernelcache

The NetBoot.dmg file should be placed in the HTTP/ NFS server and all the remaining files in the NBI
image should be placed in the Imaging TFTP folder.

204 Mac Imaging



= TFTP Server — ( /srv/tftp/apple )

NetBootofNetinstallPrimernbi

i: NBImagelnfo.plist
i386

PlatformSupport.plist
Netboot Image E booter
x86_64

_ ) L— kernelcache
NetBootofNetinstallPrimer.nbi

NetBoot.dmg
NBImagelnfo.plist =
386
PlatformSupport.plist
booter

x86_64 = HTTP or NFS Server - ( Eg: http://10.0.0.1/apple/ )
L— kernelcache

N ———
NetBootofNetinstallPrimer.nbi

|— NetBoot.dmg

The NBI folders should be placed within the ‘apple’ folder in the TFTP server:

¢ Linux:/srv/tftp/apple
+ Windows: Y%ZENWORKS HOVE% share\tft p\appl e

The following example shows placement of three images on TFTP and HTTP/NFS server:

1. On the Linux imaging server, see the following image for file placement:
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linux-wmkr:/srv/tftp/apple # tree

—— NetBootofNetInstallPrimer.nbi
—— NBImageInfo.plist
L 1386
—— PlatformSupport.plist
—— booter
| %86 64
L — kernelcache
—— NetInstallSierra.nbi
—— NBImageInfo.plist

L 1386
—— PlatformSupport.plist
—— Dbooter
—— com.apple.Boot.plist
x86 64

L — kernelcache
L NetRestoreOfInstallMacOSSierra.nbi

L— i386
—— PlatformSupport.plist
— booter
—— com.apple.Boot.plist
—— x86 64

L kernelcache

2. Onthe NFS/HTTP server. “nbi” is the folder where all the images are placed and the path to it is
configured in the novell-proxydhcp.conf file.

# tree ./nbi

—— NetBootofNetInstallPrimer.nbi
L— NetBoot.dmg

— NetInstallSierra.nbi
L — NetInstall.dmg

—— NetRestoreOfInstallMacOSSierra.nbi
L— NetInstall.dmg

NOTE: Ensure that the NBI folder (Eg:NetlInstallSierra.nbi) name where the files are copied in
the TFTP and HTTP/NFS servers should have same name. The path to the ‘dmg’ file will be
derived based on the name of the nbi folder in ‘<tftp>/apple’ folder. Giving a different name will
cause the download to fail.
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5.4

Configuring Image Details

The details of each image are stored in the form of Key-Value pair an XML file called
NBImagelnfo.plist file in each NBI Image folder. The novell-proxydhcp service reads this file to
determine the information of the image.

<?xm]l version="1.0" encoding="UTF-8"2>
€!DOCTYPE plist PUBLIC "-//Apple//DID PLIST 1.0//EN" "http://www.apple.cd
H<plist wversion="1.0">
—]<dict>
<key>BootFile</key>
<gtring>booter</string>
<key>Description</key>
<gtring>NetBoot of macOS 10.12.6 (16G29) Install (12.39 GB) .</string>
<key>EnabledSystemIdentifiers</key>
= <array>
<string>MacBookPro7,1</string>
= <farray>
<key>Index</key>
<integer>171</integer>
<key>IsDefault</key>
<false/>
<key>IsEnabled</key>
<true/>
<key>IsInstall</key>
<false/>
<key>Kind</key>
<integer>l1</integer>
<key>Language</key>
<gtring>Default</string>
<key>Name</key>
<string>NetBoot of Install macOS Sierra</string>
<key>RootPath</key
<string>NetBoot .dmg</string>
<key>SupportsDiskless</key>
<false/>
<key>Type</key>
<string>HTTP</string>
<key>imageType</key>
<string>netboot</string>
<key>osVersion</key>
<string>10.12</string>
F</dict>
-</plist>

The file maybe manually edited to change the behavior of the image.

IMPORTANT: The novell-proxydhcp service will need to be restarted for the changes to be reflected.

Based on requirements, any of the following tags can be configured:

+ Section 5.4.1, “Basic Configurations,” on page 208

+ Section 5.4.2, “Whitelisting and Blacklisting Images to Specific Devices,” on page 208
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5.4.1 Basic Configurations

Following are some of the basic tags that can be configured:

1. IsEnabled Use this key to mark an image as Enabled or Disabled. If an Image is Enabled, only
then the image will be sent to the client.

Following is the format of IsEnabled key inside NBImageinfo.plist:

<key>| sEnabl ed</ key>
<true/>

To disable an image, change the value to false as shown below:

<key>| sEnabl ed</ key>
<f al se/ >

To enable an image, change the value to false as shown below:

<key>| sEnabl ed</ key>
<true/>

2. Name Name of the image specified during Image creation. The value specified for this key will
be displayed on the client’s screen in the list of images received from the server.

The value of this key can be changed to easily identify the image.

<key>Nane</ key>
<string>WMy Netlnstall |nmage</string>

3. IsDefault Using the IsDefault key an image can be marked as default image for all the devices,
and mac devices can boot to the image using the “N” or “OPT+ N” key.

Following is the IsDefault format inside NBImageinfo.plist:

<key> | sDefault </key>
<fal se/ >

To mark an image as default change the value to true as shown below:

<key> | sDefault </key>
<true/>

5.4.2 Whitelisting and Blacklisting Images to Specific Devices

By configuring the following tags in NBlmageinfo.plist, we can control to which devices an Image is
sent
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<key>EnabledSystemIdentifiers</key>
<array>
<string>MacBookPro7,1</string>
<string>MacMini7,1</string>

<farray>

<key>EnabledMacAddress</key>

<array>

<string>AA:BB:CC:DD:EE:FF</string>
<string>00:11:22:33:44:55</=scring>

</array>

<key>DisabledMacAddress</key>

<farray>

1. DisabledMACAddresses Using this filter, you can hide the images that you do not want to

<string>01:02:03:04:05:06</=3cring>
<string>AD:Al:A2:A3:Ad4:A5</str

display on a set of Mac devices. The devices with MAC addresses added in this section will not

be provided with this image when these devices boot up.

Format:

<key> Di sabl edMACAddr esses</ key>
<array/ >

Example:

<key> Di sabl edMACAddr esses</ key>
<array>
<string>00:ff:ff:ff.ff.ff<string/>
<string>00:ff:ff:ff.ff:df <string/>
</ array>

2. EnabledMACAddresses Using this filter, you can display an image for a set of Mac devices. The
devices with MAC addresses added in this section will be provided with this image when these

devices boot up.

Format:

<key> Enabl edMACAddr esses</ key>
<array/ >

Example:

<key> Enabl edMACAddr esses</ key>
<array>
<string>00:ff:ff:ff.ff:ff<string/>
<string>00:ff:ff:ff.ff:df <string/>
</ array>
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209



5.5

5.5.1

3. EnabledSystemldentifiers Using this filter you can allow an image to a set of Mac device based
on their model identifier details.

Format:

<key Enabl edSystem dentifiers</key>
<array/ >

Example:

<key> Enabl edSysteni dentifiers </ key>
<array>

<stri ng>MacBookPr 09, 1<string/ >

<stri ng>MacBookProl3, 2<string/ >

</ array>

In the above example, the image is displayed only on MacBookPro9,1, and MacBookPro13,2.
Only these devices can boot to the image.

When a client requests for the list of images, the server applies the following rules on each image to
determine if the image is applicable and can be sent to the client:

1. If the client's MAC address is in DisabledMACAddresses list, then the Image is NOT Applicable.

2. If EnabledMACAddresses list is non empty, then image is applicable ONLY if client's MAC address
isin the list.

3. If EnabledSystemldentifiers list is non empty, then image is applicable ONLY if client's system
identifier is in the list.

4. In all the other cases, then image is applicable.

Configuring the Default Image Using the IsDefault Key
and Troubleshooting

Using the IsDefault key, an image can be marked as the default image for all the servers, and the Mac
devices can boot to the image using the N or OPT+N Keys.

Format

<key>| sEnabl ed</ key>
<true or falsel>

To enable an image, set the value to true.

<key>| sEnabl ed</ key>
<true/>

To disable an image, set the value to false.

<key>| sEnabl ed</ key>
<true or falsel>

Understanding Various Scenarios for the Default Images

Scenario 1: If none of the images are marked as default, then the image with the highest
Bootimageld value will be considered as the server default image.
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5.5.2

Scenario 2: If all the images are marked as default, then the image with the highest Bootimageld

value will be considered when a Mac client requests for the default image using the N or OPT+N key.

Scenario 3: If there are multiple default images with same image index, out of applicable images, the

image with the highest Bootlmageld will be considered.

Understanding the Bootimageld

Following are some of the examples that helps you to understand the Bootlmageld:

Example 1:

An image of NetInstall of macOS Mojave having index value 1, the Bootlmageld would be:
0x81000001

Bootlmageld: 0x81000001

+ Boot Image Attribute = 8100
+ Boot Image Index = 0001

Boot Image Attribute = 8100 (Binary = 1000 0001 0000 0000)

+ Image Type = Install (1000 = 0x1)
+ Kind = MacOS X (0001 = 0x01)
+ Reserved = 0000 0000

Example 2:

An image of NetRestore of macOS Mojave having index value 2, the Bootlmageld would be:
0x81000002

Bootlmageld: 0x81000002

+ Boot Image Attribute = 8100
+ Boot Image Index = 0002

Boot Image Attribute = 8100 (Binary = 1000 0001 0000 0000)

+ Image Type = Install (1000 = 0x1)
+ Kind = MacOS X (0001 = 0x01)
+ Reserved = 0000 0000

Example 3:

An image of NetBoot of macOS Mojave having index value 3, the Bootlmageld would be:
0x01000003

Bootimageld: 0x01000003

+ Boot Image Attribute = 0100
+ Boot Image Index = 0003
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Boot Image Attribute = 0100 (Binary = 0000 0001 0000 0000)

+ Image Type = Non-install (0000 = 0x0)
+ Kind = MacOS X (0001 = 0x1)
+ Reserved = 0000 0000

If all the above three images are marked as default, then the image having the highest Bootimageld
will be considered as the default. In this case, the NetRestore image of macOS Mojave with
Bootimageld 0x81000002 is considered as the default image.

5.6 Supported Mac Startup Key Combinations and Its
Behavior

Following are the list of supported Mac startup keys combinations that can be used by Mac devices
boot to the NetBoot, NetInstall or NetRestore image served by the ZENworks server:

+ Option: When a Mac device boots to the startup manager using the Option key, images which
are applicable for the device are listed at the startup manager. The device can boot to any of the
listed images.

NeBoot of ins il macDS Netnstl of macCs Mo Netnz sl of Ins il macC:

NefReniy e of st mac

+ Option + N: When a device boots using this key combination, the Applicable Severs default
image is served to the device.

+ N: When a device boots using N key, the Applicable Severs default image is served to the device.
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6 Preboot Actions

The Actions panel displays the action sets available for the bundle. Depending on the bundle type,
the possible action sets are Install, Launch, Verify, Uninstall, Terminate, and Preboot. For example, if
you select a Windows bundle, five actions sets are available. If you select a Preboot bundle, Preboot
is the only action set available.

You can add an action to any of the available action sets. When you do so, that action is performed
whenever the action set is applicable. For example, when you add an action to the Install action set,
that action is performed whenever the bundle is installed.

The following sections contain information about the actions you can configure for the Preboot
action set. For more information about the actions you can configure for the Install, Launch, Verify,
and Terminate action sets, see “Actions” in the ZENworks Software Distribution Reference.

+ Section 6.1, “Action - Linux Imaging Script,” on page 213

¢ Section 6.2, “Action - Linked Application Bundle,” on page 214

+ Section 6.3, “Action - MDT Deployment,” on page 214

+ Section 6.4, “Action - Multicast Image Set,” on page 217

+ Section 6.5, “Action - ZENworks Image,” on page 218

+ Section 6.6, “Action - Third Party Image,” on page 219

¢ Section 6.7, “Action - WinPE Imaging Script,” on page 220

+ Section 6.8, “Action - AutoYaST Bundle,” on page 220

+ Section 6.9, “Action - DellDTK Configuration,” on page 223

+ Section 6.10, “Action - Kickstart,” on page 225

6.1 Action - Linux Imaging Script

The Action - Linux Imaging Script is used for scripting actions to take place in the preboot
environment on managed devices. The Linux Imaging Script bundle is run on the device even if it has
not been previously assigned to that device.

Linux Imaging Script bundle can contain any ZENworks script (containing the general shell and
ZENworks Imaging Engine commands) that you can run from the imaging maintenance mode
prompt.

¢ Section 6.1.1, “Adding a New Linux Imaging Script Action,” on page 213
+ Section 6.1.2, “Editing an Existing Linux Imaging Script Action,” on page 214

6.1.1 Adding a New Linux Imaging Script Action

1 Specify a script name in the Action Name field.

2 Specify the text of the script in the Script Text field.
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The script is restricted to doing imaging work prior to the device’s operating system startup.

3 Click OK to create the new script action.

6.1.2 Editing an Existing Linux Imaging Script Action

1 In the Action Name field, edit the existing name as needed.
2 In the Script Text field, edit the existing script as needed.
3 Click OK to save the changes.

6.2 Action - Linked Application Bundle

The Action - Linked Application Bundle dialog box allows you to link an Application bundle to the
selected Preboot bundle. The content of the linked application bundle is deployed from the device
local add-on imaging path (YZENWORKS HOVE% wor k\ addons\ on Windows) based upon the
deployment schedule of the user or device assignment, which is added to the application bundle.

The add-on image is dynamically created from the linked application bundle when the Preboot
bundle is applied. However, you must create the add-on image in the application bundle in order for
this to work.

To link to the application bundle and create the add-on image in that bundle:

1 On the Actions tab of the Preboot bundle, then click Add in the Preboot section.

2 Specify a link name in the Action Name field.

3 Inthe Select an Application Bundle to Link to field, browse for and select the bundle.

4 Click OK to make the link.

5 If the add-on image has not yet been created in the linked application bundle, do the following:

5a Click Bundles in the left pane, click the desired Windows application bundle, then in the
Add-on Image File field on the Summary tab, click Create.

5b In the Bundle Add-on Image Wizard, click Add.
5c¢ Browse for and select an Imaging Server, then click Finish.

The image of the application bundle is created and used when the Preboot bundle is
applied to the devices.

Ensure that the bundle you select in the Select an Application Bundle to Link to field is
assigned to the device along with the Preboot bundle.

6.3 Action - MDT Deployment

The MDT Deployment bundle supports the deployment of the Windows operating system using
Microsoft Deployment Toolkit (MDT). The supported version is Microsoft Deployment Toolkit (MDT)
2013 Update 1. The uploaded MDT content will be replicated to the selected Primary and Imaging
Satellite Servers. Using this page you can upload 32-bit and 64-bit WIM images.

You can also refer an existing Preboot bundles with MDT action to use the WIM files already
uploaded in the existing bundle.
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6.3.1

Along with this, the MDT deployment can be automated using either Cust onSet ti ngs. i ni or
Boot Strap. i ni or both based on requirements. By uploading these files you can skip some
wizards to achieve Lite Touch Deployment to Zero Touch Deployment. Depending on requirements
you can also add a new MDT Deployment action to the current bundle’s Preboot actions, edit an
existing MDT Deployment, upload or edit an MDT setting script.

To select the MDT WIM image that has to be used in this imaging bundle, based on whether itis a
32-bit or 64-bit file, upload the WIM image in the relevant section of this page:

+ To upload the new image, in the Upload New MDT Images section, click the browse icon, and
select and upload the new WIM image.

NOTE: *To upload the image, ensure that Microsoft Windows Assessment and Deployment Kit
(WADK) is installed on the device running ZENworks Control Center. You can download
WADK from the Microsoft Download Center website.

+ Open the browser in the administrator mode or use it from the built-in administrator
account.

+ Microsoft Edge is not supported.
+ Upload only Lite Touch WIM created using Microsoft Deployment Toolkit.

Depending on which dialog box you accessed, you can either add a new MDT Deployment action to
the current bundle’s Preboot actions, or edit an existing MDT Deployment.

The Action - MDT Deployment dialog box provides the ability for the Windows operating system
deployment using Microsoft Deployment Toolkit (MDT). The content will be replicated to the
selected Primary and Imaging Satellite Servers.

The zman betf and zman bc commands are not supported for MDT Deployment bundles and for
Preboot bundles containing an MDT Deployment Action.

IMPORTANT: If you have created an MDT deployment bundle in 2017 Update 2 or an earlier version,
and if you upload the MDT settings in 2017 Update 3 or a later version, then you need to upload the
MDT image files for the configuration settings to take effect during MDT deployment.

Adding an MDT Deployment Action

1. Specify the name of the action in the Action Name field.

2. Based on whether you want to upload a 32-bit or 64-bit file, upload the MDT WIM image from
the relevant section of the page:

+ To upload a new image, in the Upload New MDT Images section, click the browse icon, and
select and upload the new WIM image.

NOTE: *To upload the image, ensure that Microsoft Windows Assessment and Deployment
Kit (WADK) is installed on the device running ZENworks Control Center. You can
download WADK from the Microsoft Download Center website.

+ Open the browser in the administrator mode or use it from the built-in administrator
account.
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6.3.2

+ Microsoft Edge is not supported.
+ Upload only Lite Touch WIM created using Microsoft Deployment Toolkit.

3. Use an existing MDT bundle: Use this option, if you want to use the WIMs already uploaded in
an existing bundle.

Select the Use an existing MIDT bundle option, click , and then select an existing bundle.

NOTE: While browsing for a bundle:
¢ Only published preboot bundles with MDT actions are displayed.
+ If a bundle refers to an existing MDT bundle, then that bundle is not displayed.

4. (Optional) If the selected bundle has MDT settings and to use the same MDT settings from the
bundle, select Use the MDT settings from this bundle.

NOTE: *Use an existing MIDT bundle is disabled if the bundle is already being referred to by
another bundle.

+ If the referred bundle does not include any MDT settings, then Use the MDT settings from
this bundle is disabled.

+ The Upload MDT settings section is disabled, if you select the Use the MDT settings from this
bundle check box.

+ When a bundle is referring to an existing MDT bundle, only the latest published content of
the existing MDT bundle is used.

5. Upload an MDT Settings File.
a. Select the Upload MDT settings check-box.

b. After selecting the check-box, click the browse icon adjutant to the setting that you want to
upload.

You can upload Boot St rap. i ni, Cust onfSet ti ngs. i ni, or both settings.
c. Click Browse, and select the required file.

Ensure that you upload the INI file in their respective fields.

NOTE: +If you clear the Upload MDT Settings check-box, the uploaded MDT settings will be
cleared and you should re-upload the settings files.

+ To remove an MDT Settings file, click the & button, and click OK.

6. Click OK to create the new MDT Deployment action.

Preboot bundle can contain only one MDT Deployment action.

Editing an MDT Deployment Action

1. Inthe Action Name field, edit the existing name as needed.

2. To upload a new image, in the Upload a New MDT Image section, click the browse icon, and
select and upload the new WIM image.
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6.4.1

3. Click the & button adjutant to the uploaded MDT settings file. Make necessary changes, and
then click Save.

4. Click OK to save the changes.

For information on the replication behavior for the MDT Deployment Action, see Section 3.8.1,
“Content Replication for MDT Deployment Action,” on page 159.

Action - Multicast Image Set

Depending on which dialog box you accessed, you can either add a new Multicast Image Set action
to the current bundle’s Preboot actions, or edit an existing Multicast Image Set.

Multicast Image Set bundles use an image that was previously taken from a device and stored on an
Imaging Server. The image is sent to multiple devices at one time to reimage them, rather than being
sent one time for each device, thus saving on network bandwidth usage. For example, if you have 10
devices in the multicast session and the image is 3 GB in size, your network experiences 3 GB of
network traffic to image all 10 devices. Without multicasting, the network experiences 30 GB of
network traffic.

For multicasting to work properly, all routers and switches on the network must have their multicast
features configured. Otherwise, multicast packets might not be routed properly.

A multicast session consists of all clients (devices) that are assigned to the Multicast Session Set
bundle that are booting (joining), but must wait for a start trigger in order to complete booting. In
other words, the boot processes for the devices can be held up until one of the triggers is
encountered. You specify an elapsed time or number of clients entry as the trigger.

After a session has started, other devices that boot and that are assigned to this bundle do not
become part of this session, but become part of the next session when it triggers.

There are two triggers (elapsed time or number of clients joining) that you can use to determine
when to start the multicast session. The first trigger to be encountered starts the session. These
triggers are useful if you want economy of scale in having multiple clients join, but you don’t want to
stall the session too long.

+ Section 6.4.1, “Adding a Multicast Image Set Action,” on page 217

+ Section 6.4.2, “Editing a Multicast Image Set Action,” on page 218

Adding a Multicast Image Set Action

1 Specify a multicast name in the Action Name field.
2 Specify the minimum number of clients needed in order to start the multicast session.

3 Specify the time to wait before starting a multicast session if not enough clients have
connected. The time out period is reset after each client joins the session. For example, if you
have set 5 minutes as the time out period, and if client 2 joins the session at third minute, then
the time out is calculated a fresh from the time the client 2 joins the session.
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4 Select the appropriate option for multicast imaging. Following are the options for multicast
imaging:

¢ Select ZENworks Linux Imaging to multicast the image using the Linux distro.
+ Select ZENworks WinPE Imaging to multicast the image using WinPE distro.
5 In the Items to be Included in the Multicast Session field, do the following as applicable:
+ To add an image, click Add Image, then browse for and select the image file.
+ To add an application, click Add Application, then browse for and select the application file.
+ To edit an existing entry, select the entry, then click Edit.

+ Use the Move Up and Move Down buttons to change the order of execution for the listed
items.

+ To remove an entry, select it, then click Remove. You can select and remove multiple items
at a time.

6 Click OK to create the new multicast action.

6.4.2 Editing a Multicast Image Set Action

1 In the Action Name field, edit the existing name as needed.
2 If necessary, change the number of clients needed in order to start the multicast session.

3 If necessary, change the time to wait before starting a multicast session if not enough clients
have connected.

4 (Optional) If required, you can change the multicasting imaging mode.
5 As necessary, edit the Items to be Included in the Multicast Session field.
You can add or remove items, edit existing items, or change their order of execution.

6 Click OK to save the changes.

6.5 Action - ZENworks Image

Depending on which dialog box you accessed, you can either add a new ZENworks Image action to
the current bundle’s Preboot actions, or edit an existing ZENworks image.

+ Section 6.5.1, “Adding a ZENworks Image Action,” on page 218

+ Section 6.5.2, “Editing a ZENworks Image Action,” on page 219

6.5.1 Adding a ZENworks Image Action

1 Specify an image name in the Action Name field.
2 Inthe ZENworks Image File field, browse for and select the image file.

This image file must have the . zng filename extension, meaning it is a valid ZENworks image
file.

3 Select a number in the File Set field.

For information on file sets, see Appendix A, “File Sets and Image Numbers,” on page 229.
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4 Restore the image using:

+ ZENworks Linux Imaging: Select this option to restore the image (.zmg) taken using
ZENworks Linux distro.

+ ZENworks WinPE Imaging: Select this option to restore the image (.zmg) taken using
ZEnworks WinPE distro.

5 Click OK to create the new ZENworks Image action.

6.5.2 Editing a ZENworks Image Action

1 Inthe Action Name field, edit the existing name as needed.
2 Inthe ZENworks Image File field, browse for and select a different valid image file.
3 To change the file set, select a different number in the File Set field.
For information on file sets, see Appendix A, “File Sets and Image Numbers,” on page 229.
4 (Optional) If required, change the restore mode setting.

5 Click OK to save the changes.

6.6 Action - Third Party Image

Depending on which dialog box you accessed, you can either add a new Third-Party Image action to
the current bundle’s Preboot actions, or edit an existing Third-Party image.

¢ Section 6.6.1, “Adding a Third-Party Image Action,” on page 219

+ Section 6.6.2, “Editing a Third-Party Image Action,” on page 220

6.6.1 Adding a Third-Party Image Action

1 Specify an image name in the Action Name field.

2 In the Image Type drop-down list, select the type of the image to be used in the bundle. The
available options are Windows Image Format (.WIM) and Ghost Image Format (.GHO).

3 In the Shared Network Path for Image File field, specify the shared-network path where you
want to save the . wi mor .gho files. The directory must be a Windows share or a Linux Samba/
CIFS share.

If the Novell File Upload extension is not installed on the device, you must install it before you
can browse to and upload the file.

4 In the Network Credential field, click [ to browse for and select the network credentials to be
used for accessing the device that has . wi mor .gho files.

5 If you want to use the WIM bundle as an add-on image, select the Restore WIM as Add-On
option and configure the following options:

+ Image Number (WIM Only): Select the index number of the image to be restored

+ Path to Restore the Add-on Image: Specify the location on the device where you want to
restore the add-on image.

6 Click OK to create the new third-party Image action.
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6.6.2 Editing a Third-Party Image Action

1 Inthe Action Name field, edit the existing name as needed.
2 Inthe Image Type drop-down list, select the type of the image to be used in the bundle.

3 In the Shared Network Path for Image File field, specify the shared-network path where you
want to save the . Wi mor .gho files. The directory must be a Windows share or a Linux Samba/
CIFS share.

4 In the Network Credential field, click |%] to browse for and select the network credentials to be
used for accessing the device that has . wi mor .gho files.

5 If you want to use a WIM bundle as an add-on image, select the Restore WIM as Add-On option
and configure the following options:

+ Image Number (WIM Only): Select the index number of the image to be restored

+ Path to Restore the Add-on Image: Specify the location on the device where you want to
restore the add-on image.

6 Click OK to save the changes.

6.7 Action - WinPE Imaging Script

Depending on which dialog box you accessed, you can either add a new WinPE Imaging Script action
to the current bundle’s Preboot actions, or edit an existing WinPE Imaging Script.

Task Steps

Add WinPE Imaging Script 1. Specify a action name in the Action Name field.

2. Inthe Script Type drop-down list, select the
type of script to be used in the bundle.

3. Enter the text for the script in the Script Text
box.

4. Click OK.
Edit WinPE Imaging Script 1. Inthe Action Name field, edit the existing name
as needed.

2. Inthe Script Text box, edit the existing script as
needed.

3. Click OK.

6.8 Action - AutoYaST Bundle

Depending on which dialog box you accessed, you can either add a new AutoYaST bundle action to
the current bundle’s Preboot actions, or edit an existing AutoYaST image. You can configure the
specific requirements that a device must meet for the action to be executed on the device.

+ Section 6.8.1, “Adding a New AutoYaST Bundle Action,” on page 221
+ Section 6.8.2, “Editing an Existing AutoYaST Bundle Action,” on page 223
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6.8.1 Adding a New AutoYaST Bundle Action

1 Specify a name in the Action Name field.

2 Inthe Preboot/Installation Source tab, configure the following settings required to access the
Linux boot files from the Preboot TFTP Server:

+ Preboot Environment Variables: Configure the following settings:

Before configuring the Preboot environment variables, ensure that you have copied the
RAM drive (i ni t rd) and Linux kernel (I i nux) files from the SUSE Linux Enterprise Server
(SLES) installation source to the / srv/t ft p/ directory on your Imaging server. By default,
the files for 32-bit platforms are located in the SLES- 11- SP3- DVD- i 586- Gt DVD1/
boot /i 386/ | oader/ directory and for 64-bit platforms in the SLES- 11- SP3- DVD-
x86_64- GVt DVD1/ boot / x86_64/ | oader/ directory, in the SUSE Linux Enterprise
Server installation source.

+ Linux Kernel Filename: Specify the relative path of | i nux in the t f t p directory. The
path should be relative to the default directory of the TFTP daemon.

For example, if the | i nux file is located in the / srv/t ft p/ aut oyast /| i nux
directory on your Imaging server, you must specify the path of the file as aut oyast/
['i nux.

+ Initial RAM Drive Filename: Specify the relative pathof initrdinthetftp
directory. The path should be relative to the default directory of the TFTP daemon.

For example, if the i ni t rd file is located inthe /srv/tft p/autoyast/initrd
directory on your Imaging server, you must specify the path of the file as aut oyast/
initrd.

+ Additional Kernel Parameters: Specify the additional kernel parameters that your
Linux kernel might need. These are not Preboot Services or ZENworks parameters. For
more information about the kernel parameters, see your Linux documentation.

+ Linux Installation Source: Configure the following settings to obtain the Linux installation
source:

+ Protocol: Select the protocol to be used to connect to the device that has the Linux
installation source mounted. The available protocols are NFS, FTP, HTTP, or TFTP.

+ IP Address / DNS Name: Specify the IP address or the DNS name of the device that
has the Linux installation source mounted.

+ Path to Network Install Directory (Relative to Protocol): Specify the path of the Linux
installation source. The path should be relative to the default directory of the selected
protocol daemon.

For example, assume that the Linux installation source is located on a SLES 10 device
inthe/ sl es10/ SLES- 10- SP3- GM i 386/ boot /i 386/ | oader/ directory. If you
specify HTTP as the protocol, myser ver. provo. novel | . comas the DNS name, and
/ sl es10/ sl es- 10- sp3-gm i 386/ boot /i 386/ | oader/ as the path, the URL to
the installation directory is:

http://nyserver. provo. novel | . conl sl es10/ sl es- 10- sp3-gni i 386/
boot /i 386/ ocader/initrd

In this example, / sl es10/ sl es- 10- sp3- g i 386/ boot /i 386/ 1 oader/initrd
is relative to the protocol and server ID.

Preboot Actions 221



3 In the Script Source tab, configure the location of the AutoYaST script file, and the settings
required to acess the file. You can either specify the script location or browse for and select the
script. If the script file has system variables, you must choose the Browse for Script option to
import and upload the file to the Primary Server whose ZENworks Control Center you are using
so that the variables are automatically resolved while applying the bundle on the managed

devices.

+ Specify Script Location: Configure the following settings required to access the script:

+ Protocol: Select the protocol to be used to access the AutoYaST script. The available

protocols are NFS, FTP, HTTP, TFTP, or FILE.

If you select the TFTP protocol, you must copy the AutoYaST XML file that you specify
on this wizard page to the TFTP server.

If you select the FILE protocol, you must copy the AutoYaST XML file that you specify
on this wizard page in to the initial RAM drive file that you specified on the Set
Autolnstall Attributes wizard page before executing the AutoYaST bundle.

IP Address / DNS Name: Specify the IP address or DNS name of the device containing
the AutoYaST script.

Script Name and Path (Relative to Protocol Default Directory): Specify the AutoYaST
XML filename and its complete path. The path should be relative to the home
directory of the selected protocol daemon.

For example, if you specify HTTP as the protocol, myser ver. provo. novel | . comas
the DNS name, and / scri pt s/ aut oyast . xnl as the path and filename, the URL to
the installation directory is:

http:// myserver. provo. novel | . com scri pts/autoyast. xnl

In this example, / scri pt s/ aut oyast . xnl is relative to the protocol and server ID.

+ Browse for Script: To browse for the AutoYaST XML file, and upload it to the Imaging
server:

1.
2.

b

[¢)]
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Click | to display the Upload File dialog box.
Click Browse to browse for and select the AutoYaST XML file.

If the imported XML file has ZENworks variables defined, the variables are resolved
when the bundle is applied to the device.

When you are prompted to upload the XML file to the Primary Server whose
ZENworks Control Center you are using, click OK.

The Status field displays the upload status.
Click OK.
(Optional) Modify the XML file content.
a. Click Edit Script
The content of the XML file is displayed in the Edit AutoYaST XML File dialog box.
b. Edit the script content, then click Save.

You can also specify ZENworks system variables in the script. For more
information, see Section 3.12.2, “Managing Bundle Variables,” on page 168.

(Optional) If you want to reuse the XML file to create another Auto YaST bundle:
a. Click Export XML.



The Export XML dialog box is displayed.

b. If the script contains any ZENworks system variables, choose how you want the
variables to be resolved while exporting the script to an XML file.

The following options are available:
+ Do not resolve the variables.

+ Resolve the variables at the Bundle and Zone level: Resolves the system
variables that are defined at the bundle and zone level.

+ Resolve variables with respect to bundle and device: Resolve the system
variables that are defined at the bundle and device level.

c. (Conditional) If you choose to resolve the variables at the bundle and device

level, click [&] to browse for and select the device on which the variables have
been defined.

d. Click OK.
e. Save or view the XML file.

4 Click OK to create the new AutoYaST bundle action.

6.8.2 Editing an Existing AutoYaST Bundle Action

1 Inthe Action Name field, edit the existing name as needed.

2 Inthe Preboot/Installation Source tab, edit the necessary settings required to access the Linux
boot files from the Preboot TFTP Server.

For detailed information on how to change the settings, see Help.

3 Inthe Script Source tab, edit the location of the AutoYaST script file, and the settings required to
acess the file.

For detailed information on how to change the settings, see Help.

4 Click OK to save the changes.

6.9 Action - DellDTK Configuration

Depending on which dialog box you accessed, you can either add a new DellDTK Configuration
bundle action to the current bundle’s Preboot actions or edit an existing DelIDTK Configuration
image. You can configure the specific requirements that a device must meet for the action to be
executed on the device.

+ Section 6.9.1, “Adding a New DellDTK Configuration Bundle Action,” on page 224
+ Section 6.9.2, “Editing an Existing DellDTK Configuration Bundle Action,” on page 225
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6.9.1 Adding a New DellDTK Configuration Bundle Action

1 Specify a name in the Action Name field.
2 Configure the configuration scripts:

+ BIOS/BMC/DRAC 5 Configuration File: Specify the path and filename of the BIOS, BMC
(Base Management Controller), or DRAC 5 (Dell Remote Access Controller 5) configuration
file. The path must be relative to the TFTP server's home directory. Do not specify thet ft p
directory or any of the path that precedes it.

NOTE: This bundle option configures the BIOS, BMC, or DRAC 5 only; it cannot be used to
update them. This option is applicable only for the Dell devices that support the DRAC 5
card.

+ RAID Configuration Script: Specify the path and filename of the RAID configuration script
relative to the TFTP server's home directory. Do not specify the TFTP directory or any of the
path that precedes it.

+ DRAC Configuration Script: Specify the DRAC path and filename of the configuration file
relative to the TFTP server's home directory. Do not specify the t f t p directory or any of
the path that precedes it. This option is applicable for the Dell devices that support DRAC
card versions prior to version 5.

For information on how to create these files, see Section 3.7.1, “Creating Dell Configuration
Scripts and Files,” on page 152.

3 Configure Dell utility partition.

To create a new Dell utility partition, select the Create Dell Utility Partition check box, then fill in
the fields.

WARNING: If you use this option, all the existing partitions on the target disk are replaced by
the Dell utility partition. However, you can select the Overwrite Existing Dell Utility Partition
check box to only update an existing Dell utility partition. In that case, all existing partitions are
retained and the Dell server diagnostics utility files are written to the existing Dell utility
partition using the entry that you provide in the File option.

You cannot use a ZENworks partition for the same purpose as the Dell utility partition. However,
both a Dell utility partition and a ZENworks partition can exist on the same server, with each
partition being used for its own purposes.

+ Partition Size: This partition requires 32 MB for the Dell server diagnostics utilities. This
option is only used when creating a new Dell utility partition.

+ Target Disk: This is the disk's identifier, such as / dev/ hda. This ID is used to determine the
disk for creating the new partition, or for updating an existing partition.

+ File: Specify the path to the Dell utility partition file. The path must be relative to the TFTP
server's home directory.

The file is written to the partition in the process of creating a new partition or when
updating an existing partition.

Dell utility partition files are available on the Dell Installation and Server management CD.
For example, for a PowerEdge 1850 system, the file is at

d: \'server _assi stant\ pel850\ upi ng. bi n. Copy the necessary files from the CD to a
path relative to the TFTP server's home directory for use in this option.
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+ Overwrite Existing Dell Utility Partition: If a Dell utility partition already exists on the
selected target disk, select this check box to update the partition with the latest utility files
instead of replacing the partition.

4 Click OK to create the new DellDTK Configuration bundle action.

6.9.2 Editing an Existing DellDTK Configuration Bundle Action

1 In the Action Name field, edit the existing name as needed.

2 In the Configuration Scripts panel, edit the necessary settings.
For detailed information on how to change the settings, see Help.

3 In the Configure Dell Utility Partition panel, edit the necessary settings.
For detailed information on how to change the settings, see Help.

4 Click OK to save the changes.

6.10 Action - Kickstart

Depending on which dialog box you accessed, you can either add a new Kickstart bundle action to
the current bundle’s Preboot actions, or edit an existing Kickstart image. You can configure the
specific requirements that a device must meet for the action to be executed on the device.

+ Section 6.10.1, “Adding a New Kickstart Bundle Action,” on page 225

+ Section 6.10.2, “Editing an Existing Kickstart Bundle Action,” on page 226

6.10.1 Adding a New Kickstart Bundle Action

1 Specify a name in the Action Name field.
2 Configure the Preboot environment variables

Before configuring the Preboot environment variables, ensure that you have copied the kernel
and RAM drive files from the Red Hat Enterprise Linux installation source to the /srv/tftp/
ki ckstart/ on yourImaging server. By default, the kernel file (vi i nuz) and the RAM drive
file (i ni trd. i ng) are located in the /i sol i nux directory in the Red Hat Enterprise Linux
installation source.

+ Linux Kernel Filename: Specify the relative path of vl i nuz inthet f t p directory. The
path should be relative to the default directory of the TFTP daemon.

For example, if v i nuz is located in the / srv/tftp/ ki ckstart/ directory on your
Imaging server, you must specify the path of the file as ki ckstart/vm i nuz.

+ Initial RAM Drive Filename: Specify the relative pathof i nitrd. i myinthetftp
directory.The path should be relative to the default directory of the TFTP daemon.

For example, ifi ni trd. i ngislocated inthe/srv/tftp/kickstart/ directory onyour
Imaging server, you must specify the path of Linux kernel file as ki ckstart/
initrd.ing.
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+ Additional Kernel Parameters: Specify the additional kernel parameters that your Linux
kernel might need. These are not Preboot Services or ZENworks parameters. They are
parameters that your Linux kernel needs. For more information about the kernel
parameters, see your Linux documentation.

3 Configure the location of the Kickstart configuration file, and the settings required to acess the
file. You can either specify the file location or browse for and select the file. If the configuration
file has system variables, you must choose the Browse for Script option to import and upload
the file to the Primary Server whose ZENworks Control Center you are using so that the
variables are automatically resolved while applying the bundle on the managed devices.

+ Specify Script Location: Configure the following settings to access the configuration file:

+ Protocol: Select the protocol to be used to access the device containing the Kickstart

configuration file. The available protocols are NFS and HTTP.

Script Name and Path (Relative to Protocol Default Directory): Specify the Kickstart
configuration filename and its complete path. The path should be relative to the home
directory of the selected protocol daemon.

For example, if you specify HTTP as the protocol, myser ver. provo. novel | . comas
the DNS name, and / confi g/ ks. cf g as the complete path of the configuration file,
the URL to the installation directory is:

http:// nyserver. provo. novel | . coni confi g/ ks. cfg

In this example, / confi g/ ks. cf g is relative to the protocol and server ID.

+ Browse for Script: Browse for the Kickstart configuration file, and upload it to the Imaging
server.

1.
2.

b

Click |&] to display the Upload File dialog box.
Click Browse to browse for and select the Kickstart configuration file (. cf g).

If the imported XML file has ZENworks variables defined, the variables are resolved
when the bundle is applied to the device.

. When you are prompted to upload the file to the Primary Server whose ZENworks

Control Center you are using, click OK.

The Status field displays the upload status.

Click OK.

(Optional) Modify the configuration file content:
a. Click Edit Script.

The content of the configuration file is displayed in the Edit Kickstart File dialog
box.

b. Edit the script content, then click Save.

You can also specify ZENworks system variables in the script. For more
information, see Section 3.12.2, “Managing Bundle Variables,” on page 168.

4 Click OK to create the new Kickstart bundle action.

6.10.2 Editing an Existing Kickstart Bundle Action

1 Inthe Action Name field, edit the existing name as needed.

2 In the Preboot Environment Variables panel, edit the necessary settings.
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For detailed information on how to change the settings, see Help.
3 In the Kickstart Configuration Source panel, edit the necessary settings.
For detailed information on how to change the settings, see Help.

4 Click OK to save the changes.
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A.l

File Sets and Image Numbers

This section contains the following information:

+ Section A.1, “File Sets,” on page 229

+ Section A.2, “Image Numbers,” on page 230

File Sets

File sets allow you to create subsets of an image for applying to different devices. This is done by
using a file set number that represents a version of the image where certain content is excluded.

When you create an Image bundle in ZENworks Control Center, you must select a file set number. By
default, file set 1 is selected. In Image Explorer you can exclude content from file sets. For example, if
you create a bundle that includes file set 1, any content in Image Explorer that has file set 1 in the
Sets Excluded From column is excluded from the bundle.

A separate image file is not created for a file set; instead, a file set contains internal attributes
representing the excluded information. Even though a file set does not exist as a separate, physical
image file, it is accessed as though it is, placing the image on the receiving device, minus the
excluded files. The advantage this provides is that it allows you to create an image and modify it
slightly for various devices, instead of creating separate images for each device.

An image has 10 possible file sets, labeled Set 1, Set 2, and so on. Each of the 10 file set numbers
initially represents the original image. When you assign any file or directory in the image to a file set
number (using Image Explorer), that file set number then represents a subset of the image, which
you can select when creating an Image bundle.

Because there are only 10 file set numbers available, after you have assigned all 10 file set numbers
to various files or directories in the image, you no longer have a file set that represents the full
image. Therefore, reserve file set 1 as the image file set where no files or directories are excluded.

You can represent a file set in long or short forms. For example, file set 1 can be represented as
follows:

+ Long form: - set =1

+ Shortform: -s:1

IMPORTANT: Because file sets only concern excluded files, any files added to the image through
Image Explorer are added to all existing file sets. If you do not want new files included in a particular
file set, you must use Image Explorer to exclude these new files from that file set.
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A.2 Image Numbers

Image Numbers are specific to WIM imaging. You can store more than one image in a WIM file. Each
image is identified by an image index, which is represented as the WIM Image Number.

The WIM image number can be used in incremental back up in which you can maintain different
Images corresponding to different states of the device and can restore to any particular state by
selecting the Image Number to restore to.

For a base Image, if the device had more than one partition, then each partition image has a unique
image number. By using image numbers, you can restore a particular partition.

While restoring an Add On Image, you must specify the image number corresponding to the image
to be restored.
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B Replicating the TFTP Directory

B.1

ZENworks allows you to replicate the changes made to the t f t p directory on other Imaging servers
(Primary Servers or Satellites with the Imaging role). In the t f t p directory, if you add or modify files,
then that content will be replicated but deletion of files are not supported.

The t f t p directory contains files such as configuration files and binaries used by ZENworks to
perform imaging tasks. The directory is located on the Imaging server in/ srv/ on Linux and in
Y%ZENWORKS HOVE% shar e\ on Windows.

NOTE: The files under the t f t p\ mdt directory will not be replicated during the TFTP Directory
Replication.

You can configure the replication settings at three levels:
+ Management Zone: The settings are inherited by all device folders and devices, except where
device folder or device-specific settings are configured.

+ Device Folder: The settings are inherited by all devices contained within the folder or its
subfolders.

+ Device: The settings apply only to the device for which they are configured.
Review the following sections to configure the replication settings:
¢ Section B.1, “Configuring the TFTP Directory Replication Settings at the Management Zone

Level,” on page 231

+ Section B.2, “Configuring the TFTP Directory Replication Settings at the Folder Level,” on
page 233

+ Section B.3, “Configuring the TFTP Directory Replication Settings at the Device Level,” on
page 235

+ Section B.4, “Understanding the TFTP Replication Schedule Types,” on page 236

+ Section B.5, “Resolving Circular Dependency on the Master Primary Server,” on page 237

Configuring the TFTP Directory Replication Settings at
the Management Zone Level

To replicate the changes made to the t f t p directory on all the Imaging servers (Primary Servers or
Satellites with the Imaging role) in the Management Zone:

1 In ZENworks Control Center, click the Configuration tab.

2 In the Management Zone Settings panel, click Device Management > Preboot Services > TFTP
Replication Settings.

Replicating the TFTP Directory 231



232

3 In the Master Primary Server to Start the TFTP Replication field, specify or click [%| to browse for

and select the Primary Imaging server whose t f t p directory changes you want to replicate on
all other servers in the zone.

Ensure that there is no circular dependency on the selected Primary Server. For more

information on how to resolve a circular dependency, see Section B.5, “Resolving Circular
Dependency on the Master Primary Server,” on page 237.

NOTE: If you choose a Linux Imaging server as the master Primary Server, ensure that all the
files that are added to the/srv/tftp/ directory on the master Primary Server have the
zenworks ownership. To change the ownership of a file to zenworks, use the chown
zenwor ks: zenwor ks fi |l ename command.

(Conditional) If you do not want to replicate the t f t p directory changes on a specific server in
the zone, click Add in the Excluded Servers pane, and select the server to be excluded.

The server is added to the Excluded Servers list.

Configure the schedule when you want the t f t p directory changes to be replicated on the
servers. You can set up a schedule and as well as immediately start the replication.

+ To immediately start the t f t p directory replication, click Start Now in the TFTP Folder
Replication field.

+ To set up a schedule:
1. Inthe Schedule Type field, select one of the following schedules:
+ Date Specific
+ Recurring
2. Fill'in the fields.
For details about the fields, click the appropriate schedule listed above.
Click OK.

Thet f t p directory changes are replicated on all the servers in the zone except for the servers
that are in the Excluded Servers list.

(Optional) To view the replication status, click Show Status in the TFTP Replication Status field.
The status is displayed in the Replication Status dialog box.

The Replication Status dialog box displays the status of thet ft p directory replication on the
Imaging servers

The following information is displayed for each server:
+ Hostname of the Imaging server on which the t f t p directory is replicated.
+ Hostname of the master Imaging server from where the changes are to be replicated.

+ Status of the replication.

Status Details

Pending Replication of the t f t p directory changes has been initiated on the master
Primary Server, and the server is awaiting a response from the target Imaging
servers.
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B.2

Status Details

Success Thet f t p directory changes have been successfully replicated from the
master Primary Server to the Imaging servers

In Sync There are no changes to be replicated because the t f t p directory on the
Imaging servers is in sync with the t f t p directory on the master Primary
Server.

Failure Thet f t p directory replication failed. For details, see znd- nessages. | og
on the Imaging server and | oader - messages. | 0og on the master Primary
server.

The zmd- messages. | og file is located in

YZENWORKS HOVE% | ogs\ Local St or e\ on a Windows Primary/
Satellite and / var/ opt/novel | / zenwor ks/ | ogs/ Local St ore/ ona
Linux Primary/Satellite.

The | oader - messages. | 0g is located in Y%ENWORKS HOVE% | 0g/ ona
Windows Primary Server and / var / opt / novel | / zenwor ks/ | og/
zenwor ks/ on a Linux Primary Server.

+ Date or time when the replication completed.

The completion date is displayed for all the replications completed prior to the current
date, and the completion time is displayed for all the replications completed on the current
date. If you want to view the date, time, and the time zone, move the mouse cursor over
the displayed time or date.

To view the replication status of a specific Imaging server, specify the Imaging server hostname
in the Name Filter field, then click .
In the list, you can sort the imaging servers by the time when the replication was completed.

The status entries for an Imaging server are deleted from the Replication Status dialog box in
the following scenarios:

+ The Imaging role is removed from the Satellite.

+ The Imaging Server is deleted. (ZENworks is uninstalled either from the Primary Server or
the Secondary Server).

If two tftp replication tasks are consecutively performed on a device and if the second task is
triggered prior to the completion of the first task, only the changes in the last triggered replication
(which is cumulative of the first and the second tasks) are applied on the device.

Configuring the TFTP Directory Replication Settings at
the Folder Level

To replicate the changes made to the t f t p directory on all the Imaging servers (Primary Server or
Satellite with the Imaging role) located within the Server s or Wr kst ati ons folder:

1 In ZENworks Control Center, click the Devices tab.

The Managed tab is displayed by default.
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2 Click the Details link next to the Workstations or Servers folder containing the Imaging Servers to
which you want to replicate thet f t p directory changes.

3 Click the Settings tab.
4 Click Device Management > Preboot Services.

5 In the Preboot Services panel, click Override settings to enable you to configure the setting at
the folder level.

6 Configure the TFTP Replication settings:

6a Inthe Master Primary Server to Start the TFTP Replication field, specify or click to browse
for and select the Primary Imaging server whose t f t p directory changes you want to
replicate.

Ensure that there is no circular dependency on the selected Primary Server. For more
information on how to resolve a circular dependency, see Section B.5, “Resolving Circular
Dependency on the Master Primary Server,” on page 237.

NOTE: If you choose a Linux Imaging server as the master Primary Server, ensure that all
the files that are added tothe/srv/tft p/ directory on the master Primary Server have
the zenworks ownership. To change the ownership of a file to zenworks, use the chown
zenwor ks: zenwor ks fi | ename command.

6b (Conditional) If you do not want to replicate the t f t p directory changes on a specific
server within the Ser ver s or Wir kst at i ons folder, click Add in the Excluded Servers
pane, then select the server to be excluded.

The server is added to the Excluded Servers list.

6¢c Configure the schedule when you want the t f t p directory changes to be replicated on the
server. You can set up a schedule and as well as immediately start the replication.

+ To immediately start the t f t p directory replication, click Start Now in the TFTP Folder
Replication field.

+ To set up a schedule:
1. In the Schedule Type field, select one of the following schedules:
+ Date Specific
+ Recurring
2. Fill in the fields.
For details about the fields, click the appropriate schedule listed above.
7 Click OK.

Thet f t p directory changes are replicated on all the servers in the Ser ver s or Wr kst ati ons
folder except for the servers that are in the Excluded Servers list.

8 (Optional) To view the replication status, see the message log of each server or see the
Replication Status dialog box at the Management Zone level (Configuration > Management Zone
Settings > Device Management > Preboot Services > TFTP Replication Settings).

If two tftp replication tasks are consecutively performed on a device and if the second task is
triggered prior to the completion of the first task, only the changes in the last triggered replication
(which is a cumulative of the first and the second tasks) are applied on the device.
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Configuring the TFTP Directory Replication Settings at
the Device Level

To replicate the changes made to the t f t p directory on the Imaging server (Primary Server or
Satellite with the Imaging role):
1 In ZENworks Control Center, click the Devices tab.
The Managed tab is displayed by default.

Click the Workstations or Servers folder containing the Imaging Server to which you want to
replicate thet f t p directory changes.

N

Click the Imaging server.

3

4 Click the Settings tab.

5 Click Device Management > Preboot Services.
6

In the Preboot Services panel, click Override settings to enable you to configure the setting at
the device level.

~

Configure the TFTP Replication Settings:

7a Inthe Master Primary Server to Start the TFTP Replication field, specify or click to browse
for and select the Primary Imaging server whose t f t p directory changes you want to
replicate.
Ensure that there is no circular dependency on the selected Primary Server. For more

information on how to resolve a circular dependency, see Section B.5, “Resolving Circular
Dependency on the Master Primary Server,” on page 237.

NOTE: If you choose a Linux Imaging server as the master Primary Server, ensure that all
the files that are added tothe/srv/tft p/ directory on the master Primary Server have
the zenworks ownership. To change the ownership of a file to zenworks, use the chown
zenwor ks: zenwor ks fi | ename command.

7b Configure the schedule when you want the t f t p directory changes to be replicated on the
server. You can set up a schedule and as well as immediately start the replication.

+ To immediately start the t f t p directory replication, click Start Now in the TFTP Folder
Replication field.

+ To set up a schedule:

1. In the Schedule Type field, select one of the following schedules:
+ Date Specific
+ Recurring

2. Fillin the fields.

For details about the fields, click the appropriate schedule listed above.
8 Click OK.
The t f t p directory changes are replicated on the Imaging server.

9 (Optional) To view the replication status, see the message log of the device.
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If two tftp replication tasks are consecutively performed on a device and if the second task is
triggered prior to the completion of the first task, only the changes in the last triggered replication
(which is a cumulative of the first and the second tasks) are applied on the device.

Understanding the TFTP Replication Schedule Types

The following schedules are available:

*

*

Section B.4.1, “Date Specific,” on page 236
Section B.4.2, “Recurring,” on page 236

Date Specific

The Date Specific scheduling option lets you specify a date on which to run the event.

Start Dates: Click =] to display a calendar you can use to select a date for the event.

Start Time: Starts the event at the time you specify in the Start Time field.

Recurring

The Recurring scheduling option lets you repeat the event at a specified interval.

*

*

“Days of the Week” on page 236
“Monthly” on page 237

Days of the Week

This schedule lets you specify the days during the week that you want the event to run. The event is
run on these same days each week.

Select Days of the Week, then fill in the following fields:

*

*

*

Sun ... Sat: Specifies the days of the week you want to run the event.
Start Time: Specifies the time you want to run the event.

Process Immediately if Device Unable to Execute on Schedule: The event is run immediately if,
for some reason, the schedule you configured results in the event not being able to run.

Use Coordinated Universal Time: The Start Time is converted to Universal Coordinated Time
(UTC). Select this option to indicate that the Start Time you entered is already in Coordinated
Universal Time and should not be converted. For example, suppose you are in the Eastern time
zone. If you enter 10:00 a.m. and select this option, the Start Time is scheduled for 10:00 UTC. If
you don’t select this option, the Start Time is scheduled for 14:00 UTC because Eastern time is
UTC- 4 hours.

Start at a Random Time between Start Time and End Time: Starts the event at a randomly
selected time between the time you specify in the Start Time and End Time fields. You can use
this option to avoid possible network overload from concurrently scheduled events.

Restrict Schedule Execution to the Following Date Range: Limits running the event to the time
period specified by the starting and ending dates.
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Monthly

This schedule lets you specify one or more days during the month to run the event.
Select Monthly, then fill in the following fields:.

+ Day of the Month: Specifies the day of the month to run the event. Valid entries are 1 through
31. If you specify 29, 30, or 31 and a month does not have those days, the event is not run that
month.

+ Last Day of the Month: Runs the event on the last day of the month, regardless of its date (28,
29 (for leap years), 30, or 31).

+ First Sunday: Specifies a specific day of a week. For example, the first Monday or the third
Tuesday. Click 5| to add multiple days.

+ Start Time: Specifies the time you want to run the event.

+ Process Immediately if Device Unable to Execute on Schedule: The event is run immediately if,
for some reason, the schedule you configured results in the event not being able to run.

+ Use Coordinated Universal Time: The Start Time is converted to Universal Coordinated Time
(UTC). Select this option to indicate that the Start Time you entered is already in Coordinated
Universal Time and should not be converted. For example, suppose you are in the Eastern time
zone. If you enter 10:00 a.m. and select this option, the Start Time is scheduled for 10:00 UTC. If
you don’t select this option, the Start Time is scheduled for 14:00 UTC because Eastern time is
UTC - 4 hours.

+ Start at a Random Time between Start Time and End Time: Starts the event at a randomly
selected time between the time you specify in the Start Time and End Time boxes. You can use
this option to avoid possible network overload from concurrently scheduled events.

+ Restrict Schedule Execution to the Following Date Range: Limits running of the event to the
time period specified by the starting and ending dates.

Resolving Circular Dependency on the Master Primary
Server

Circular dependency occurs when there are at least two servers, and the servers are master Primary
Server of each other.

For example, assume that there are two servers, Server A and Server B, in the Management Zone. In
ZENworks Control Center, you configure Server A to be the master Primary Server for Server B at the
Management Zone level. Later on, if you try to configure Server B to be the master Primary Server
for Server A at the device or folder level, you encounter the following circular dependency error
message:

Unable to apply the TFTP Replication settings. Renove the circul ar
dependency for the Master Primary Server. For nore information, see the
Hel p.

To successfully configure the TFTP replication settings, ensure that there is no circular dependency
on the master Primary Server that you select during the configuration of the TFTP replication
settings.
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To understand how circular dependency can occur at different levels in ZENworks Control Center and
how to resolve it, review the followings sections:

+ Section B.5.1, “Resolving Circular Dependency at the Management Zone Level,” on page 238
+ Section B.5.2, “Resolving Circular Dependency at the Folder Level,” on page 238

+ Section B.5.3, “Resolving Circular Dependency at the Device Level,” on page 238

Resolving Circular Dependency at the Management Zone Level

Assume there are three servers, A, B, and C, in the Management Zone. During the configuration of
the TFTP replication settings at the Management Zone level, you select Server A to be the master
Primary Server for the other two servers. Additionally, you configure the TFTP replication settings for
Server A at the device level by selecting Server B as the master Primary Server. You encounter the
following circular dependency error message:

Unable to apply the TFTP Replication settings. Renove the circul ar
dependency for the Master Primary Server. For nore information, see the
Hel p.

To resolve the circular dependency issue, include Server B in the Excluded Servers list of the TFTP
replication settings at the Management Zone level. The t f t p directory changes for Server A are not
replicated on Server B, but the t f t p directory changes for Server B are replicated on Server A.

Resolving Circular Dependency at the Folder Level

Assume there are three servers, A, B, and C, in folder X. During the configuration of the TFTP
replication settings at the folder level, you select Server A to be the master Primary Server for the
other two servers. Additionally, you configure the TFTP replication settings for Server A at the device
level by selecting Server C as the master Primary Server. You encounter the following circular
dependency error message:

Unable to apply the TFTP Replication settings. Renove the circul ar
dependency for the Master Primary Server. For nore information, see the
Hel p.

To resolve the circular dependency issue, include Server C in the Excluded Servers list of the TFTP
replication settings at the folder level. The t f t p directory changes for Server A are not replicated on
Server C, but the t f t p directory changes for Server C are replicated on Server A.

Resolving Circular Dependency at the Device Level

Assume there are three servers, A, B, and C, in the Management Zone. During the configuration of
the TFTP replication settings at the device level for Server A, you select Server B to be its master
Primary Server. During the configuration of the TFTP replication settings at the device level for
Server B, you select Server A to be its master Primary Server. You encounter the following circular
dependency error message:

Unable to apply the TFTP Replication settings. Renove the circul ar
dependency for the Master Primary Server. For nore information, see the
Hel p.
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To resolve the circular dependency issue on the Server B TFTP replication settings, do not select
Server A to be the master Primary Server.
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C Third-Party Imaging

ZENworks supports Microsoft’s ImageX and Symantec Ghost 11.5 third-party imaging tools. ImageX
takes the image in the WIM file format and Ghost takes the image in the GHO file format.

+ Section C.1, “Third-Party Imaging Highlights in ZENworks,” on page 247

+ Section C.2, “Things to Know Before Working on ZENworks Third-Party Imaging,” on page 248

+ Section C.3, “Performing ZENworks Third-Party Imaging by Using ZENworks Control Center,” on
page 249

+ Section C.4, “Setting Up Preboot Services for ZENworks Third-Party Imaging,” on page 249

+ Section C.5, “Performing ZENworks Third-Party Imaging in the Maintenance Mode,” on
page 252

+ Section C.6, “Configuring WinPE Imaging Script Bundles,” on page 260

+ Section C.7, “Configuring the Destination Disk Structure Before Restoring a WIM Image,” on
page 262

C.1 Third-Party Imaging Highlights in ZENworks

+ WAIK will work for Windows 7 or earlier, WADK will work for Windows 8 or later versions. WAIK
is based on the same kernel as in Windows 7 and WADK is based on the same kernel as in
Windows 8.

+ The wi npe. wi mfile from WADK is necessary for Third-Party Imaging in Windows 8 or later
versions.

+ WADK is backward compatible with Windows platforms. WADK is also backward compatible
with most hardware platforms with a few exceptions. For details see “ZENworks WADK Imaging
works only on Windows 8 or later supported hardware” on page 251.

+ In ZENworks 11 SP3 and higher versions, Third-Party Imaging loads the environment based on
the hardware architecture. You need 32-bit WAIK or WADK, and 64-bit WADK to image all
devices irrespective of the architecture. 64-bit WAIK is not supported. For more information,
see “Third-Party Imaging Based On Device Architecture” on page 252.

NOTE

+ Before you upload Windows Automated Installation Kit (WAIK) or Windows Assessment and
Deployment Kit (WADK) onto the latest version of ZENworks, ensure that all the Primary Servers
and Imaging Satellite Servers in the zone are upgraded to the latest ZENworks version.

+ After you perform a ZENworks upgrade, for Third-Party Imaging to work properly, re-upload the
Wi npe. wi m i magex. exe, and ghost . exe files from the Third Party Imaging Settings page in
the ZENworks Control Center.

+ For Full Disk Encrypted systems, images cannot be taken and restored by using the ImageX and
Ghost third-party tools.

Third-Party Imaging 247



C.2

Currently, only PXE is supported as the boot mechanism for Third-Party Imaging.

Third-Party Imaging requires 32-bit WinPE distro from WAIK/WADK to boot a 32-bit device, and 64-
bit WinPE distro from WADK to boot a 64-bit device.

WinPE distro boot depends on the architecture of the machine:

* 64-bit hardware will boot WADK 64-bit environment
¢ 32-bit hardware will boot WAIK/WADK 32-bit environment
This may not be applicable in some scenarios. For example,this is not applicable on Intel Xeon

processors with 2 modes for 64-bit in BIOS. For more information, see “ZENworks WADK Imaging
works only on Windows 8 or later supported hardware” on page 251.

NOTE: A 64-bit hardware can have a 32-bit OS installed.

Things to Know Before Working on ZENworks Third-
Party Imaging

Before you begin to work on the ZENworks Third-Party Imaging, you need to know the following:

+ Ensure that you upload both 32-bit and 64-bit Third-Party tools when you upgrade to a newer
version of ZENworks, even if they were uploaded previously.

+ The ZENworks Third-Party Imaging solution does not work on VMware for operating systems
other than Windows Vista because of a network card driver problem in WinPE on VMware.

Workaround: Do the following:
1. Close VMware.
2. Add the following line to the . vnx file:

et hernet 0. virtual Dev = "el000"

3. Restart VMware.

+ Before taking an image of the Windows Vista, Windows Server 2008, Windows Server 2008 R2,
or Windows 7 device, run SysPrep on the device. Later, you must run Sysprep again on all the
devices where the image is restored. This is essential because the SIDchanger is not used for
ZENworks Third-Party Imaging.

+ ZENworks supports only the default operations that are supported by the third-party Imaging
tools. To perform advanced imaging operations that are not directly supported by ZENworks,
you can use the third-party Imaging tools later. For more information on the third-party Imaging
tools, see Section D.11, “TFTP Client for WinPE,” on page 310.

+ If you want third-party Imaging tools to be replicated on a Satellite, the Satellite must have the
same version of ZENworks installed as that of the Primary Server.

+ Partitions are not supported. Before taking the image, it is recommended that you either
uncheck these partitions, or you delete these partitions from the disk by using Diskpart. If the
partition is of a standard GUID type, such as MBD, WRE, MRP, or ESP, the administrator has to
remove the partition before performing the Take Image operation. The partitions are deleted
during image restoration.
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Performing ZENworks Third-Party Imaging by Using
ZENworks Control Center

For detailed information, see Section 3.1.1, “Using ZENworks Control Center for Imaging,” on
page 105.

Setting Up Preboot Services for ZENworks Third-Party
Imaging

Preboot Services uses PXE to find out if there is imaging work specified for a device and to provide
the device with the files necessary to boot to the third-party imaging environment.

Before you can use Preboot Services with automated Preboot bundles, you need to do the following:

1 Install ZENworks Configuration Management on your Imaging Server.

For more information on how to install ZENworks, see “Installing a ZENworks Primary Server on
Windows” in the ZENworks Server Installation.

2 Configure the third-party Imaging settings in ZENworks Control Center:

2a Ensure that Microsoft Windows Automated Installation Kit (WAIK) or Windows Assessment
and Deployment Kit (WADK) is installed on the device running ZENworks Control Center.
Also, ensure that you upload the wi npe. wi mfile from the default installed location.

Add the location of the DI SMfolder in the WAIK/WADK installation to the Pat h Windows
system environment variable.

You can download WAIK or WADK from the Microsoft Download Center Web site.

2b (Conditional) If you want to run ZENworks Control Center on a 64-bit device, append the
WAI K i nstal | ation_pat h\ Wndows Al K\ Tool s\ x86 to the Pat h Windows system
environment variable.

2c In ZENworks Control Center, click Configuration tab.

2d In the Management Zone Settings panel, click Device Management > Preboot Services > the
Third Party Imaging Settings panel.

Prerequisites to upload a 32-bit or a 64-bit wi npe. Wi m i magex and ghost files:

Supported Operating System | WAIK installed Windows 7 (for x86 imaging only), and WADK
installed Windows 8 x64, Windows 8.1 x64, and Windows 10
x64 devices.

Supported browsers Internet Explorer 10 and above, latest version of Firefox and
Google Chrome.

Microsoft Edge is not supported.

NOTE: Open the browser in the administrator mode or use it
from the built-in administrator account.

2e For 32 Bit Upload Settings:

NOTE: 32-bit UEFI devices need the 32-bit winpe.wim file from WADK to boot.

Third-Party Imaging 249


http://www.microsoft.com/downloads/
https://www.novell.com/documentation/zenworks-2020-23.3/pdfdoc/zen_installation/zen_installation.pdf#b89a4qp
https://www.novell.com/documentation/zenworks-2020-23.3/pdfdoc/zen_installation/zen_installation.pdf#b89a4qp
https://www.novell.com/documentation/zenworks-2020-23.3/pdfdoc/zen_installation/zen_installation.pdf#bookinfo

Ensure that you install ZCC Helper before uploading the imaging file.

IMPORTANT: When you are installing ZCC Helper for the first time on a Windows 8 or later
device, while detecting ZCC Helper a browser-related pop-up is displayed, ignore the pop-

up.

Upload WinPE Base Distribution (Requires Windows AIK / Windows ADK): Click |&| and
allow the browser to launch ZCC Helper to initiate WIM Imaging.

In the Upload WIM Imaging Files dialog box:
1. Upload a 32-bit wi npe. wi mfile:

From WAIK: Browse to the W ndows Al K\ Tool s\ PETool s\ x86 folder under the
installed directory, then select the wi npe. wi mfile.

From WADK: Browse to the Program Fi | es\ W ndows

Ki t s\ <versi on>\ Assessnent and Depl oynent Kit\W ndows

Preinstall ati on Envi ronment\ x86\ en- us folder under the installed directory,
then select the wi npe. wi mfile.

Where <version> is a Windows Operating System version.

NOTE: Re-uploading the wi npe. wi mfile overwrites the previous instance of this file
from the server.

2. Click OK.

This downloads the imaging files from the server to the device where you access
ZENworks Control Center and rebuilds wi npe. wi mwith imaging files and then
uploads files from the device to the server. The availability of the uploaded files is
displayed in the Status field.

Upload ImageX Files to Support WIM Imaging (ImageX.exe):

1. Click the [®[icon to browse for and select the Microsoft Imaging engine
(i magex. exe) on the device.

2. After configuring the third-party imaging settings, click Apply.

Click Status to view the content replication status across all Primary Server and Satellite
Servers with the Imaging role in the zone.

NOTE: If you are uploading both 32-bit and 64-bit ImageX files, ensure that you do so in
different instances.

Upload Ghost 11.5 or Higher Files to Support Ghost Imaging (Ghost32.exe):
1. Click the |%]icon to browse for and select the Symantec GHOST engine
(ghost 32. exe) on the device.
2. After configuring the third-party imaging settings, click Apply.

Click Status to view the content replication status across all Primary Servers and Satellites
Servers with the Imaging role in the zone.

IMPORTANT: Ensure that you start the Imaging operation only when the status is
Available.

2f For 64 Bit Upload Settings:
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Ensure that you install ZCC Helper before uploading the imaging file.

Upload WinPE Base Distribution (Windows ADK): Click || and allow the browser to
launch ZCC Helper to initiate WIM imaging.

In the Upload WIM Imaging Files dialog box:

1. To upload a 64-bit wi npe. wi mfile from WADK, browse to Pr ogram Fi | es
(x86)\ W ndows Kits\<version>\ Assessnment and Depl oynent
Ki t\Wndows Preinstallation Environment\and64\ en-us folder under t