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About This Guide

This guide provides information about using PlateSpin® Portability Suite version 8.1 (PlateSpin®
Migrate and PlateSpin® Protect products).

¢ Chapter 1, “Portability Suite Feature Overview,” on page 11

¢ Chapter 2, “Getting Started with Portability Suite,” on page 25

¢ Chapter 3, “Portability and Protection with Peer-to-Peer Workload Conversions,” on page 49

¢ Chapter 4, “Portability and Protection with a Flexible Image,” on page 63

¢ Chapter 5, “Essentials of Workload Migration and Protection Jobs,” on page 77

¢ Appendix B, “Troubleshooting Portability Suite,” on page 115

+ Appendix A, “Frequently Asked Questions,” on page 113

¢ “Glossary” on page 123

Audience

This guide is intended for IT staff, such as data center administrators and operators, who use
Portability Suite in their ongoing workload migration and protection projects.

Feedback

We want to hear your comments and suggestions about this manual and the other documentation
included with this product. Please use the User Comments feature at the bottom of each page of the
online documentation, or submit your comments through the Novell Documentation Feedback site
(http://www.novell.com/documentation/feedback.html).

Documentation Updates

For the most recent version of this text, visit the PlateSpin® Portability Suite version 8.1 Web site
(http://www.novell.com/documentation/platespin_portabilitysuite 810/).

Additional Documentation

This guide is part of the PlateSpin® Portability Suite documentation set. Below is a complete list of
the set:

Portability Suite 8.1 Release Notes Provides late-breaking information, as well as information
about known issues and suggested workarounds.

Portability Suite 8.1 Installation Guide Provides information about installing, upgrading, and
uninstalling the product.

Portability Suite 8.1 Configuration Guide  Provides information about licensing your product and
managing license keys, setting up your network
environment, and configuring your product’s default settings.

Portability Suite 8.1 User Guide Provides information about using the product in your
workload migration and protection projects.

About This Guide


http://www.novell.com/documentation/feedback.html

Portability Suite 8.1 Integrated Help All product documentation in compiled HTML help (CHM)
format, integrated with the product.

Portability Suite 8.1 Online All product documentation in WebHelp format for browser-
Documentation based access over the Internet. This distribution should
contain the latest updates at all times.

Additional Resources
We encourage you to use the following additional resources on the Web:

¢ PlateSpin User Forum (http://forum.platespin.com): A Web-based community with a variety of
discussion topics.

+ PlateSpin Knowledge Base (http://support.platespin.com/kb2/): A collection of in-depth
technical articles.

Technical Support

¢ Telephone (North America): +1-877-528-3774 (1 87 PlateSpin)
¢ Telephone (global): +1-416-203-4799
¢ E-mail: support@platespin.com

You can also visit the PlateSpin Technical Support Web site (http://www.platespin.com/support/).

Documentation Conventions

In Novell documentation, a greater-than symbol (>) is used to separate actions within a step and
items in a cross-reference path.

A trademark symbol (®, ™ etc.) denotes a Novell trademark. An asterisk (*) denotes a third-party
trademark.
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Portability Suite Feature Overview

This section provides information about PlateSpin® Portability Suite software, which comprises the
PlateSpin® Migrate and PlateSpin® Protect products.

Both products are based on a common workload portability and protection engine (Portability Suite
Server) and use the same client (Portability Suite Client).

Portability Suite products enable you to migrate and protect heterogeneous workloads (operating
systems along with their applications and data) across x86 server and desktop infrastructure in the
data center, decoupling a workload’s hardware from software.

¢ Section 1.1, “About Workload Portability and Protection,” on page 11

¢ Section 1.2, “Supported Source Workloads and Target Platforms,” on page 13

¢ Section 1.3, “Supported Transfer Methods,” on page 16

¢ Section 1.4, “Workload Continuity,” on page 20

¢ Section 1.5, “Security and Privacy,” on page 22

¢ Section 1.6, “Performance and Scalability,” on page 23

1.1 About Workload Portability and Protection

Portability Suite automates the migration of workloads among three infrastructures: physical, virtual
machine, and volume imaging. On virtual machine and imaging infrastructures, Portability Suite
provides protection capabilities for business continuity.

Figure 1-1 Workload Portability
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Table 1-1 Workload Portability and Protection Operations

Category of Operation Conversion Infrastructures

Workload Portability: Peer-to-peer ¢ Physical to Virtual (P2V)
¢ Virtual to Virtual (V2V)
+ Virtual to Physical (V2P)
+ Physical to Physical (P2P)

Workload Portability: Imaging + Physical to Image (P2l)
+ Virtual to Image (V2I)
+ Image to Virtual (I12V)
+ Image to Physical (12P)

Workload Protection ¢ Physical to Virtual (P2V)
+ Virtual to Virtual (V2V)
+ Physical to Image (P2l)
+ Virtual to Image (V2I)

Portability Suite supports multiple workload types and virtualization platforms. Protection and
imaging are supported for workloads with Microsoft* Windows™* operating systems. For a more
detailed list of supported workloads and infrastructures, see “Supported Source Workloads and
Target Platforms” on page 13.

1.1.1 Business Applications for Portability Suite

Portability Suite is designed to be used for the following scenarios:

¢ Consolidation. Automating large-scale migrations of physical machines to virtual machines,
accelerating consolidation projects, and reducing administrative effort and errors.

¢ Migration. Moving fully configured workloads from old hardware to new hardware without
rebuilding the entire software stack.

+ Test Lab Deployment. Consolidating test lab workloads by running multiple virtual machines
on a single VM host, quickly deploying virtual test lab environments with ease, and replicating
an entire production environment in matter of hours or days.

+ Disaster Recovery. Managing planned/unplanned outages through automated replication of
physical or virtual production workloads to virtual machines. You can also switch to a virtual
machine replica while the physical production workload is unavailable. This reduces downtime
and hardware resource utilization, while maintaining business continuity.

+ Maintenance and Support Agreement Integrity. De-virtualizing workloads along with the
applications installed on them and moving them back to physical machines over the network so
that the support agreements can remain valid.

¢ Machine Provisioning. Easily capturing an entire library of hardware-independent Flexible
Images and deploying them to new infrastructures over the network without manually
configuring the hardware, drivers, and so on.

¢ Continuous Workload Optimization. Moving workloads to and from any geographical
location, onto any platform, in any direction. Workloads can be virtualized or de-virtualized
during ongoing and continuous optimization of resources.
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1.1.2 Workload Conversion Tasks

Portability Suite enables you to define, save, schedule, execute, and monitor the following
conversion tasks.

Table 1-2 Portability Suite Workload Conversion Tasks

Conversion Description

Copy Workload Results in a virtual or physical duplicate of a selected physical or virtual workload,
except that the new workload is assigned a new network identity. Use this
conversion task when you intend to keep the source workload operational.

Move Workload Results in an exact virtual or physical duplicate of a selected physical or virtual
workload. Use this conversion task when you intend to retire or repurpose the
original infrastructure.

Protect Workload Results in a standby virtual duplicate of a selected physical or virtual workload
under a protection contract (a regular, automatic schedule for synchronizing the
duplicate with incremental changes on the source).

Server Sync Synchronizes a virtual or physical workload with another virtual or physical
workload without transferring the entire source volume data over the network. You
can synchronize two workloads either for a one-time portability task (similar to the
Copy or Move tasks) or for ongoing protection (similar to the Protect Workload
task).

Capture Image Creates an image of a physical or virtual workload as a single entity, in Flexible
Image format. You can also synchronize the state of an image with the image of its
source workload on demand or automatically according to a predefined schedule.

Import Image Imports third-party volume archives or raw volume data into a Flexible Image.

Deploy Image Converts a Flexible Image into a booted or bootable workload on a physical or
virtual machine.

1.2 Supported Source Workloads and Target
Platforms

¢ Section 1.2.1, “Supported Source Workloads,” on page 13

¢ Section 1.2.2, “Supported Target Virtualization Platforms,” on page 15
¢ Section 1.2.3, “Supported Third-Party Image Formats,” on page 16

¢ Section 1.2.4, “Hardware Compatibility,” on page 16

1.2.1 Supported Source Workloads

Portability Suite supports the following operating system families:

* Microsoft Windows
+ Linux*

¢ UNIX*

Portability Suite Feature Overview
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Not all Portability Suite features and transfer methods are supported for all source operating
systems. For version specifics and the most up-to-date list, see Knowledge Base Article Q20002
(http://support.platespin.com/kb2/article.aspx?id=20002).

+ “Supported Microsoft Windows Workloads” on page 14

+ “Supported Linux Workloads” on page 15

+ “Supported UNIX Workloads” on page 15

Supported Microsoft Windows Workloads

For the Windows platform, Portability Suite supports the following portability and protection
features:
+ Workload portability: Peer-to-peer conversions (P2V, V2V, V2P, P2P).

+ Workload protection: Peer-to-peer conversion (P2V and V2V) with incremental
synchronization of changes. Covers all supported Windows workloads except Windows NT 4.
Supported target infrastructures for protection are VMware* ESX Servers, versions 3.0 and
later.

¢ Peer-to-peer workload synchronization with Server Sync (P2V, V2V, P2P, V2P).

+ Workload imaging with Flexible Images (X2I, 12X), with full or partial support for several
third-party backup and archiving applications.

+ Workload image protection through incremental image synchronization (X2I).

Table 1-3 Supported Microsoft Windows Workloads

Version Bit Spec Remarks

Windows Vista*, Business/Enterprise/ 32-bit, 64-bit Not supported on Microsoft Virtual Server (MSVS),
Ultimate, SP1 and later VMware Server, and VMware ESX versions earlier
than 3.5 Update 2.

Windows Server* 2008, Standard/ 32-bit, 64-bit
Enterprise

Windows Server 2003, Standard/ 32-bit, 64-bit
Enterprise

Windows Server* 2000, Windows 32-bit
Advanced Server 2000

Windows XP Professional, x86 only  32-bit, 64-bit

Windows NT* 4.0 Server 32-bit

Portability Suite supports the following localized versions of source Windows workloads:
+ English
¢ French
+ German

* Japanese
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Supported Linux Workloads

For the Linux platform, Portability Suite provides only peer-to-peer workload portability support
(P2P, P2V, V2P, V2V), including workload synchronization with Server Sync.

Supported Linux file systems are EXT2, EXT3, and REISERFS.

Workload protection and imaging are not supported for Linux.

Table 1-4 Supported Linux Workloads

Version Bit Spec
Red Hat* Linux 7.3, 8 32-bit

Red Hat Enterprise Linux AS/ES/WS 2.1 32-bit

Red Hat Enterprise Linux AS/ES/WS 3, 4, 5 32-bit, 64-bit
SUSE® Linux Enterprise Server (SLES) 8, 9, 10, 11 32-bit, 64-bit
NOTE:

¢ Linux-based source workloads must be running a Secure Shell (SSH) server.

¢ Customized kernels or kernels rebuilt from source are not supported. For more information
about supported Linux kernels, see Knowledge Base Article Q20947 (http://
support.platespin.com/kb2/Article.aspx?1d=20947).

Supported UNIX Workloads
Portability Suite provides migration support for Solaris* workloads running on SPARC* systems.

The supported versions are Solaris 10, Update 5 (US) and Solaris 10, Update 6 (U6). You can
migrate these workloads into native zones in Solaris 10 zone servers that are running the same
update version.

Workload protection and imaging are not supported for Solaris.

NOTE:

¢ Solaris source workloads must be running a Secure Shell (SSH) server.

1.2.2 Supported Target Virtualization Platforms

The following is a list of supported virtualization platforms. For version details, as well as the most
up-to-date list, see Knowledge Base Article Q20002 (http://support.platespin.com/kb2/
article.aspx?id=20002).

Portability Suite Feature Overview
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Table 1-5 Supported Target Virtualization Platforms

Platform Remarks

VMware ESX 4

VMware ESX Server 3.5; ESXi 3.5

VMware Virtual Infrastructure version 3.0 - 3.0.1; 3.5

VMware ESX Server 3.0.x

VMware ESX Server 2.5.x

VMware ESX Server 2.1.1

VMware Server 1.0 Windows only (x86 and x64)

VMware GSX Server 3.1; 3.2 (Windows only) Windows NT 4.0 SP6a, 2000, 2003 source
workloads only

Microsoft Virtual Server (MSVS) 2005 (build 465; build Windows NT 4.0 SP6a, 2000, 2003 source
465.254 with Service Pack 1) workloads only (x86 and x64)

Solaris 10 (U5 and U6) zone server For source workloads that are Solaris 10 (U5
and U6) physical machines or zones

Citrix* XenServer 4.1, 5

Novell® Xen* Hypervisor on SLES 10 SP2 Supported through semi-automated virtualization

) using the X2P conversion workflow. See “Semi-
Microsoft Hyper-V Automated Workload Virtualization through X2P”
Virtual Iron* on page 55.

1.2.3 Supported Third-Party Image Formats

The following are supported third-party image formats:

¢ Acronis* True Image (True Image 9.1, True Image Server 8.0, True Image Enterprise Server
8.0,9.1).

+ Symantec* LiveState* Recovery (LiveState Recovery Standard Server, LiveState Recovery
Advanced Server, LiveState Recovery Advanced Server Suite, versions 3.0 and 6.0).

1.2.4 Hardware Compatibility

A hardware compatibility list for Windows source workloads and Take Control ISO images is
available. See Knowledge Base Article Q20314 (http://support.platespin.com/kb2/
article.aspx?id=20314).

A list is also available for Linux source workloads. See Knowledge Base Article Q20570 (http://
support.platespin.com/kb2/article.aspx?id=20570).

1.3 Supported Transfer Methods

Depending on the selected workload and the conversion type, Portability Suite enables you to select
different methods for transferring workload data from the source to the target.
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For a list of workload types and conversions arranged by supported transfer method, see Knowledge
Base Article Q20002 (http://support.platespin.com/kb2/article.aspx?id=20002).

For information on how to select a transfer method, see “Specifying Transfer Options™ on page 79.

For information on how to fine-tune data transfer performance, see “Fine-Tuning Data Transfer
Performance” in your Configuration Guide.

¢ Section 1.3.1, “Offline Transfer with the Take Control Mechanism,” on page 17

¢ Section 1.3.2, “Live Transfer (File-Based),” on page 18

¢ Section 1.3.3, “Live Transfer (VSS Block-Based),” on page 18

¢ Section 1.3.4, “Live Transfer (Block-Based),” on page 18

¢ Section 1.3.5, “Live Transfer (VSS File-Based),” on page 19

¢ Section 1.3.6, “Installing Live Transfer Components,” on page 19

1.3.1 Offline Transfer with the Take Control Mechanism

¢ “Offline Take Control Transfer of Windows and Linux Workloads™ on page 17
+ “Offline Take Control Transfer of Solaris Workloads” on page 17

Offline Take Control Transfer of Windows and Linux Workloads

This method enables Portability Suite to boot your source machine into a temporary pre-execution
environment and transfer the data while the source is offline.

The mechanism of the pre-execution environment underlying the Take Control transfer method
depends on the source workload’s operating system:

¢ For Windows workloads, Portability Suite uses the Microsoft Windows Preinstallation
Environment (WinPE).

¢ For Linux workloads, Portability Suite uses a Linux Ramdisk.

To ensure that the source operating system loads the temporary pre-execution environment on
reboot, Portability Suite temporarily modifies its boot files and restores them to their original state
after the Take Control environment has successfully loaded. For a list of files being changed on the
source, see Knowledge Base Article Q20349 (http://support.platespin.com/kb2/
article.aspx?id=20349).

Use Take Control transfer to migrate Windows NT 4.0, Windows Server 2000, Windows Server
2003, and Linux workloads, or in other cases where you can afford source workload downtime.

Offline Take Control Transfer of Solaris Workloads

For Solaris workloads, Portability Suite uses a different Take Control mechanism from the one it
uses for Windows and Linux workloads; there is no temporary pre-execution environment involved
in the preparation of the workload for a migration. Instead, Portability Suite changes the source
workload’s run level while the migration is underway.

NOTE: If you have customized services on your Solaris source workload, the system might fail to
shut them down during data transfer, and this might result in a failure of the migration job. Ensure
that customized services on your source are shut down before setting up the migration job.
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1.3.2 Live Transfer (File-Based)

The File-based Live Transfer method copies data and replicates changes at the file level. During
File-based Live Transfer, Portability Suite transfers all files from the source volumes while
monitoring them for changes. When the transfer is complete, files that have changed are resent. If
present, Microsoft SQL Server* or Microsoft Exchange Server services are stopped and their
respective database files are transferred to the target.

You can configure your job to stop these services when you are using the File-based Live Transfer
method (see “Handling Services During Live Transfer (Windows Source Workloads)” on page 95).
However, if there are other tools present that manage the backup of these databases, consider leaving
services running during the transfer. When the transfer completes, verify that the copied database is
the up-to-date.

If file system changes are constant, data transfer is stopped and a job progress warning is shown.

When the initial transfer is complete for a workload protection job, the target is powered off and is
powered on again during the next scheduled incremental transfer.

File-level Live Transfer is appropriate for moderately active Windows.

1.3.3 Live Transfer (VSS Block-Based)

This Live Transfer method transfers data at the block level and leverages the Microsoft Volume
Snapshot Service (VSS), for Windows workloads (Windows 2003 SP1 and later) with applications
and services that support VSS. The VSS Block-based Live Transfer method offers an exact point-in-
time copy of the source workload.

During VSS Block-Based Live Transfer, Portability Suite takes a VSS snapshot of the volumes on
the source machine and transfers any changed data block by block.

The source workload remains online throughout the transfer except for protection jobs, during which
the source requires a single reboot for the initial transfer (if the component is not pre-installed).

The VSS Block-Based Live Transfer method is the preferred data transfer method for Windows
workloads that support the VSS feature. Database servers, mail servers, and application servers that
would otherwise require a temporary service stoppage can be protected by using this Live Transfer
method. This method is also recommended for workload protection jobs in networks with high
latency.

1.3.4 Live Transfer (Block-Based)

The Block-based Live Transfer method copies data and replicates changes at the block level instead
of replicating an entire file.

During data transfer to the target, changes on the source volumes are monitored and continuously
retransferred to the target at the block level until full synchronization is achieved.

Because the Block-based Live Transfer method transmits only changed blocks rather than entire
files, it transfers significantly less data.

When the initial transfer is complete for a workload protection job, the target is booted into the Take
Control pre-execution environment and awaits the next scheduled incremental transfer.
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Use the Block-based Live Transfer method to reduce the service downtime when you are converting
Windows workloads that do not support the Microsoft Volume Snapshot Service (VSS) feature.
Using the Block-based Live Transfer method, you can protect critical database servers, mail servers,
and application servers with large databases and with high disk activity. In addition, the Block-based
Live Transfer method is recommended for networks with high latency because the size of block-
level changes is significantly smaller than the size of file-level changes; when file-level changes are
detected during file-level data transfer, the changed files are transferred in their entirety.

If your source workload is running Microsoft Exchange Server 2000 and 2003, and Microsoft SQL
Server 2000, Portability Suite automatically detects the Windows services of these applications. You
can configure your job to stop these services when you are using the Block-based Live Transfer
method. However, if there are other tools present that manage the backup of these databases,
consider leaving services running during the transfer. When the transfer completes, verify that the
copied database is up-to-date.

1.3.5 Live Transfer (VSS File-Based)

This Live Transfer method transfers data at the file level and uses the Microsoft Volume Snapshot
Service (VSS) feature, also known as Shadow Copy, for Windows workloads (Windows 2003 SP1
and later) with applications and services that support VSS. The VSS File-based Live Transfer
method offers an exact point-in-time copy of the source workload.

During VSS File-based Live Transfer, Portability Suite takes a VSS snapshot of the volumes on the
source machine and transfers the data file-by-file.

When the initial transfer is complete for a workload protection job, the target is powered off; it
powers on again during the next scheduled incremental transfer.

Use the VSS File-based Live Transfer method to reduce service downtime when you are converting
Windows workloads that support the VSS feature. Database servers, mail servers, and application
servers that would otherwise require extended service stoppage can be protected by using this Live
Transfer method. This method is also recommended for workload protection jobs in networks with
high latency. Because this is a point-in-time solution, data does not need to be retransmitted as it
does with other methods.

1.3.6 Installing Live Transfer Components

During the execution of a migration job the appropriate Live Transfer components are automatically
installed on source and target workloads.

For block-based transfer components (the Block-based Transfer Component and the VSS Block-
based Transfer Component) you have the additional option to manually install or uninstall a
component on the appropriate source workload. This enables you to:

+ Minimize the impact on the operational continuity of your source workloads. See “Continuity
of Source Workloads Impacted by Transfer Method Selection” on page 20.

¢ Upgrade a component (for example, one distributed in a hotfix) without reinstalling your
Portability Suite product.

The following topics provide more details:

¢ “Checking Whether the Block-Based Component is Up to Date” on page 20
¢ “Manually Installing and Uninstalling Block-Based Components” on page 20
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Checking Whether the Block-Based Component is Up to Date

If the Block-based Transfer Component on a source workload is obsolete, selecting the Block-level
Live Transfer method for a conversion job causes Portability Suite to display a warning.

A warning message is also shown for existing synchronization schedules in the Synchronization
Schedules window, so you can choose to upgrade the block-level transfer component on the source
by right-clicking the applicable schedule and selecting Upgrade Block-based Components.

To check if the Block-based Transfer Component on a source is current:

1 In the Servers view, right-click the source. If the menu includes Upgrade Block Based
Component, the Block-based Transfer Component is obsolete.

This applies to the Block-based Transfer Component only. The VSS Block-based Transfer
Component is new in version 8.1.

Manually Installing and Uninstalling Block-Based Components

You can manually install and uninstall both block-based components included with Portability Suite.
Use this option to eliminate or reduce the impact of component installation on the operational
continuity of your source workloads. See “Continuity of Source Workloads Impacted by Transfer
Method Selection” on page 20.

To manually install or uninstall Block-based Transfer Components:

1 In the Servers view, right-click the required source and select the required action:

¢ [nstall Block Based Component or Install VSS Block Based Component: To install either
component.

¢ Uninstall Block Based Component or Uninstall Block Based Component: To uninstall
either component.

2 Provide valid credentials for the source machine, then click Uninstall.

1.4 Workload Continuity

¢ Section 1.4.1, “Continuity of Source Workloads Impacted by Transfer Method Selection,” on
page 20

¢ Section 1.4.2, “Default Post-Conversion End States of Source and Target Workloads,” on
page 21

1.4.1 Continuity of Source Workloads Impacted by Transfer
Method Selection

The operational continuity of your source workload depends on the selected transfer method.

The following table provides information about the different transfer methods along with their
impact on the operational continuity of your source workloads.
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Table 1-6 Continuity Impact by Transfer Method

Transfer Method Continuity Impact on Source Workload

Take Control

The source is offline during the entire migration.

Block-Based

A single reboot is required at the beginning of the conversion job’s

execution, when the Block-based Transfer Component is installed on

the source.

On upgrading the component, existing protection contracts are

suspended.

VSS Block-Based No impact on migration jobs.

Impact on protection jobs: A single reboot is required at the beginning
of the job’s execution, when the VSS Block-based Transfer

Component is installed on the source.

File-Based; VSS File-Based No impact on migration jobs.

1.4.2 Default Post-Conversion End States of Source and Target

Workloads

The following table lists the default post-conversion end states of source and target workloads by
conversion task. You can also manually specify a post-conversion end state for your source and
target. See “Specifying End States for Source and Target Workloads” on page 80.

Table 1-7 Default Post-Conversion End States

'(IE:snI:, ersion Transfer Method Source State Target State
Move Take Control ¢ Shut down Power On
+ |eave under control, then Power Off
shut ?ovyn Sflier transfer, if Suspend (only for
transfer is target VMs except
+ |eave under Control, then Solaris zones)
restart after transfer, if the
transfer is not OK
Move Live Transfer + Shut down Power On
Power Off
Suspend (only for
target VMs except
Solaris zones)
Copy Take Control + Restart Power On
¢ Shut down Power Off

* Leave under control to delay
the restart decision (unlikely,
no advantage)

Suspend (only for
target VMs except
Solaris zones)
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Conversion

Transfer Method Source State Target State
Task
Copy Live Transfer + Continue (shutdown not + Power On
selected) + Power Off

¢ Shut down + Suspend (only for

target VMs except
Solaris zones)

1.5 Security and Privacy

Portability Suite provides several features to help you safeguard your data and increase security.

¢ Section 1.5.1, “Security of the Workload Data Transfer,” on page 22
¢ Section 1.5.2, “Security of Saved Credentials,” on page 22

¢ Section 1.5.3, “User Authorization and Authentication,” on page 22

1.5.1 Security of the Workload Data Transfer

To make the transfer of your workload data more secure, Portability Suite allows you to:

¢ Enable data transfer encryption for an individual conversion job. When encryption is enabled,
over-the-network data transfer from the source to the target is encrypted by using AES
(Advanced Encryption Standard).

¢ Configure your Portability Suite Server to use a data encryption algorithm that is compliant
with FIPS (Federal Information Processing Standards, Publication 140-2).

If compliance with FIPS is required, it must be set up on your system prior to the Portability Suite
Server installation. See “Enabling Support for FIPS-Compliant Data Encryption Algorithms
(Optional)” in your Installation Guide.

For information on how to enable file encryption for a conversion job, see “Specifying Transfer
Options” on page 79.

1.5.2 Security of Saved Credentials

Portability Suite products cache credentials in the Portability Suite Client user interface and securely
store them by using operating system APIs. In addition, credentials are stored on the Portability
Suite Server and the Portability Suite database, as well as embedded in conversion jobs.

Data transmission between the Portability Suite Server and the Portability Suite Client can be
configured to use either HTTP (default) or HTTPS (Secure Hypertext Transfer Protocol). To secure
data transmission between the client and the server, enable SSL on your Portability Suite Server host
and use HTTPS when specifying the server URL. See “Connecting to a Portability Suite Server” on
page 25.

1.5.3 User Authorization and Authentication

Portability Suite provides a role-based user authorization and authentication mechanism. See
“Setting Up User Authorization and Authentication” in your Configuration Guide.
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1.6 Performance and Scalability

¢ Section 1.6.1, “Performance,” on page 23

¢ Section 1.6.2, “Scalability,” on page 23

1.6.1 Performance

The performance characteristics of your Portability Suite product depend on a number of factors,
including:

¢ Hardware and software profiles of your source and target

¢ Hardware and software profiles of your Portability Suite Server host

¢ The specifics of your network bandwidth, configuration, and conditions

¢ The number of your source workload volumes and their sizes

¢ The number of files on your source workload volumes (file density)

¢ Source I/O levels (how busy your workload is)

¢ The number of concurrent migrations and the number and type of the targets

+ Whether data encryption is enabled or disabled

¢ Whether data compression is enabled or disabled
For planning large-scale workload migrations, you should perform a test migration of an average
workload and use the result as a benchmark, fine-tuning your metrics regularly throughout the
project. In addition to the data transfer process, also consider the other phases that a conversion job
goes through, as applicable to your project:

¢ Preparation and network setup

+ Source workload and target machine discovery

¢ Target configuration

1.6.2 Scalability

You can set up multiple workload migrations and run them simultaneously. Scalability testing
performed with VMware ESX hosts suggests the following benchmark recommendations:

+ Multiple conversions to a single VM server: no more than 20

¢ Multiple conversions against multiple VM servers (ESX): no more than 30
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Getting Started with Portability
Suite

This section introduces the main features of the PlateSpin® Portability Suite products (PlateSpin®
Migrate and PlateSpin® Protect) and how you use the Portability Suite Client to interact with either
product.

Portability Suite Client connects to a specified Portability Suite Server (the workload portability and
protection engine underlying both products of the suite) and provides access to information in the
Portability Suite Server database.

Most of your interaction with the server takes place through the client, including the discovery of
source workloads and targets; setting up, executing, and monitoring jobs; managing license keys;
and configuring the default behavior of the server.

¢ Section 2.1, “Connecting to a Portability Suite Server,” on page 25

+ Section 2.2, “About the Portability Suite Client User Interface,” on page 26

¢ Section 2.3, “Discovering Source Workloads and Migration Targets,” on page 32

¢ Section 2.4, “Analyzing Machines with PlateSpin Analyzer,” on page 38

¢ Section 2.5, “Working with Device Drivers,” on page 39

¢ Section 2.6, “Managing Custom Post-conversion Actions,” on page 40

¢ Section 2.7, “Setting Up, Executing, and Managing Jobs,” on page 42

2.1 Connecting to a Portability Suite Server

Every time you start Portability Suite Client, it performs the following actions:
¢ Obtains authentication from Portability Suite Server for your user account. See “Setting Up
User Authorization and Authentication” in your Configuration Guide.
¢ Connects to a specified Portability Suite Server.
+ Loads a specified Portability Suite Network, which is a collection of discovered source

workloads and targets that you work with at one time.

You specify your connection credentials, the Portability Suite Server instance, and the required
Portability Suite Network in the Portability Suite Server settings.
1 In the Portability Suite Client, click Tools > Portability Suite Server Settings.
or

Double-click one of the following three areas in Portability Suite Client’s status bar at the
bottom: Server, Network, or User.

|Server: http: // dev3PortakilitySuite ||Netwu:urk: Sample Environment ||User: devdomaintjohn.zmith |

Getting Started with Portability Suite

25



26

The Portability Suite Server Settings dialog box opens.

PlateSpin Portability Suite Server Settings 5[

- Connect to a PlateSpin Portability Suite server and select &

‘, ] netwark
5

i~ Server Connection P
Server URL:

I hitp://dew3/PortabilitySuite

Connect As

% iCurrent user | devdomainiohn smith |

= The following user:

User Mame: I

Pagzword: I

= Hetwarks : [ Rt/ mikeh37PortabilitpSite [Server B 00 EE30]]||

Select a network to use:

Add

Default Delete |
Sample Environment

1y Metwork changes cannot be canceled.
Help | Ok | Cancel |

2 Specify the required Portability Suite Server, user, and network parameters as required:

Interface Element

Description

Server URL

Connect As

Networks

Type the Portability Suite Server URL in the following format:
http://server_host/PortabilitySuite

To connect to a Portability Suite Server, you must have administrative access
to the Portability Suite Server host or be a member of one of the Portability
Suite roles. See “Setting Up User Authorization and Authentication” in your
Configuration Guide.

To familiarize yourself with Portability Suite features, use the Sample
Environment network. To work with actual source workloads and targets, use
the Default network or create your own.

To add a network, type the name, then click Add.

To remove a network, select it, then click Delete.

3 When you have finished, click OK.

2.2 About the Portability Suite Client User

Interface

The Portability Suite Client window consists of the following elements:

¢ Menu bar: Reflects the current view and provides command groups for accessing program
features and operations.

+ Toolbar: Reflects the current view and provides visual shortcuts to program features and

operations.

¢ Current view: The main work area of the interface; lists either machines (when in Servers
view mode), or jobs (when in Jobs view mode).
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+ Panes: Vertically aligned at the left side of the window, panes facilitate the selection of the
current view (View pane) or a conversion job (Tasks pane). A Details pane reflects the current
view and provides summary information about an item selected in the current view.

¢ Status bar: At the bottom of the Portability Suite Client window, the status bar displays the
Portability Suite Server that the client is currently connected to, the Portability Suite Network
you are currently working with, the name and role of the current user logged in, and the status
of the Automatic Network Discovery feature.

For additional information, see the following sections.

*

Section 2.2.1, “Servers View,” on page 27

*

Section 2.2.2, “Jobs View,” on page 30

*

Section 2.2.3, “Tasks Pane,” on page 31

*

Section 2.2.4, “Status Bar,” on page 31

2.2.1 Servers View

The Servers view is the main visual interface to your discovered source workloads and targets. Its
main area consists of two split panes that you can customize to suit your needs.

Figure 2-1 Portability Suite Client's Servers View
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ﬂ Servers & LA-ProductionG..  WMware Server By W2KIuBHeny . Windows 2009 x64 5. J
— 5 LA-SUSE Linus SUSE Linux = g LAIMAGEREFD Image Server
S dobs By LAVISTAGS Swiindows Vista #.. 4 LINN2P-TARGET (Lt [ksher Gt
o LINKZP-MERMW/L .. RHEL AS 4 [HE4..J g LINX2P-MZ3v5A Linux [Under Contral...
Tasks # & LINX2PServerSy.  RHEL AS 4 (+64) o LaMsvs-o Microsaft Vittual Serv...
o MININT-OPFS3M... ‘Windaws 2003 [. 3 SunZanel Solariz SPARC
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) Capture |.. @l NY-REDHAT-Lin.. FiedHat Linus  SurZanel Salariz SPARC
3 Deply L. & NY-RHEL4-LUM F!éd Hat Linux & LADRESK Whiware ESH Server
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- ! WY-5EL2005 Windows 2003.. # LAESX25 ‘Whdware ES¥ Sarver ll
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The hierarchical display of items in the Servers view reflects the organization of items on their
respective platforms; for example: VMs are shown nested beneath their VM hosts, PlateSpin®
Flexible Images are beneath their image servers, and Solaris zones (regarded as VMs) are beneath
their respective Solaris zone servers.

In addition, the Group By bar enables you to group machines by affiliation to a domain or to a
vCenter Server (for VMware ESX server systems). See “Organizing the Servers View” on page 28.
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NOTE: The Servers view hierarchy does not reflect advanced VM resource management
hierarchies and structures, such as membership in resource pools or affiliation with ESX Distributed
Resource Scheduler (DRS) clusters. You can view such information in an item’s properties. See
“Viewing the Properties of Source Workloads and Targets” on page 29.

¢ “Organizing the Servers View” on page 28
+ “Viewing the Properties of Source Workloads and Targets” on page 29

¢ “List of Machine-Specific Icons in the Servers View” on page 30

Organizing the Servers View

You can filter source workloads and targets based on operating system, domain, name, and type by
using the Group By and Show drop-down menus.

You can use the Group By drop-down menu to group the items in the Servers view by:

+ Domain affiliation
+* Hostname

+ Affiliation to a VMware vCenter* Server

To further control the scope of items shown in either pane of the view, you can also use the Show
drop-down menu to filter machines by workload type; for example, Windows NT 4, Windows 2000,
Red Hat Linux, and so on, as shown in the figure below:

Figure 2-2 Servers View Options for Sorting Items by Type
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Viewing the Properties of Source Workloads and Targets

In the Servers view, you can access the essential properties of your discovered source workloads and
targets by right-clicking an item and selecting Properties.

For each machine, the system provides information about the selected system’s:

¢ Hardware, operating system, and network profile
¢ Volumes, partitions, and disk usage
¢ Programs and services
A virtual machine’s properties provide information related to the machine’s environment on its

corresponding virtualization platform, including information about the host, and the amount of
allocated memory and processing power.

The properties for virtual machine hosts provide information specific to the selected system. For
example, you can view what virtual machines are running on a selected VMware ESX server, what
virtual network adapters are in use, and what resource pools are configured on them.

VMware ESX servers that are assigned to a Distributed Resource Scheduler (DRS) cluster provide
information about the name of the cluster and the DRS automation level (full, manual, or partially
automated).

The properties for VMware ESX servers that are part of VMware vCenter platforms also indicate
this.

The following figure shows the properties of a discovered Solaris zone server.

Figure 2-3 Solaris Zone Server-Specific Information in the Systems Properties
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List of Machine-Specific Icons in the Servers View

Discovered source workloads and targets are associated with unique icons to help identify the type
of workload or workload host.

Table 2-1 Machine-Specific Icons in the Servers View

iﬂ Physical machine

-4 Physical machine in Take Control pre-execution environment

£

Physical machine with workload license

il

Protected physical machine
Protected physical machine with workload license

Virtual machine server

Virtual machine
Virtual machine with workload license
Undiscovered virtual machine

Virtual machine - Server Sync target

Virtual machine - Server Sync target with workload license

- Flexible Image Server
Flexible Image

@ Protected Flexible Image

2.2.2 Jobs View

The Jobs view displays all discovery, conversion, and image capture jobs run by the Portability Suite
Server. Jobs can be filtered based on their current state.
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Figure 2-4 Portability Suite Client's Jobs View
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You can use the Show drop-down menu to filter the Jobs view to display specific sets of jobs: Recent
Jobs Only (past 24 hours), Conversion Jobs Only, Failed, Running, Completed, and/or Saved jobs.
When a job is selected from the list, the lower left pane of the screen displays a summary of the job
details.

2.2.3 Tasks Pane

The Tasks pane of the Portability Suite Client window contains most essential conversion actions.
Clicking a task opens the Action window, which you can use to select the conversion source, target,
and setup method. See Section 2.7.1, “Selecting a Conversion Job Setup Method,” on page 42.

2.2.4 Status Bar

The status bar of the Portability Suite Client window displays information about:

*

The Portability Suite Server that you are currently connected to.

*

The Portability Suite Network that you are currently working with.

*

The User that you are logged in as, and the Portability Suite role assigned to your user account.

¢ The status of the Automatic Network Discovery feature.

Figure 2-5 Status Bar of the Portability Suite Client Window

|Server: http:f’.-"w2k3-d0c:s.-’F'oltabiIilySuite”Network: Sample Envilonment”User: devdomaln\;ohn.smnh||HOIe: Paortability Suite Admin... ||J0bs Wigw Heady”Network Dizcoveny: Unavailable| y

Double-clicking any of the first three status items opens the Portability Suite Server Settings
window. See “Connecting to a Portability Suite Server” on page 25.

Double-clicking the Network Discovery status item turns Automatic Windows Network Discovery
on or off. See “Discovering and Preparing a Windows VM for a Server Sync Job” on page 38.
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2.3 Discovering Source Workloads and
Migration Targets

For any conversion job, you must have a discovered source and a discovered target. A discovery
operation populates the Portability Suite database with detailed inventory information about a
machine. This information provides the data necessary to determine the machine’s use and to
properly configure a conversion job.

¢ Section 2.3.1, “Prepopulating the Servers View with Windows Computers in the Network,” on
page 32

¢ Section 2.3.2, “Discovering the Details of Source Workloads and Targets,” on page 32

¢ Section 2.3.3, “Discovering All Machines in a Windows Domain,” on page 34

¢ Section 2.3.4, “Refreshing Machine Details,” on page 34

¢ Section 2.3.5, “Resetting the Access Mechanism Used to Authenticate Access to ESX Hosts,”
on page 35

¢ Section 2.3.6, “Discovering and Registering Target Physical Machines,” on page 35
¢ Section 2.3.7, “Discovering and Preparing a Windows VM for a Server Sync Job,” on page 38

2.3.1 Prepopulating the Servers View with Windows
Computers in the Network

Portability Suite’s Network Discovery feature automatically populates Portability Suite Client with
a list of Windows physical and virtual machines that are online. Unlike a full discovery, Network
discovery creates a list of machines but does not retrieve detailed inventory information about each
one, which is required for workload portability and protection jobs.

The Network Discovery feature is necessary to discover all machines of a Windows domain in a
single job. See “Discovering All Machines in a Windows Domain” on page 34.

Portability Suite uses the standard Windows network browser function for the auto-discovery
feature. Because Linux-based workloads and virtual machine servers do not advertise to the
Windows network browser, these are not auto-discovered.

The Network Discovery feature is enabled by default. To disable the feature or toggle between its
enabled/disabled modes, double-click Network Discovery in the bottom right corner of the
Portability Suite Client window.

2.3.2 Discovering the Details of Source Workloads and Targets

You can discover an individual physical or virtual machine, multiple machines, an individual virtual
machine server, or multiple virtual machine servers. You can also discover all VMware ESX hosts
affiliated with a VMware vCenter Server.

Before starting discovery operations, make sure Portability Suite Server can communicate with your
source workloads and targets. See “Network Communication Prerequisites” in your Configuration
Guide.

1 On the Portability Suite toolbar, click Discover Details.

or
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In the Servers view, right-click in a blank area, then select Discover Details.

Discover Details |

~Host Mames and IP Addresses - Use Semicolons

~Machine Type

Solaris j

| Windows
L

Whdwars ESx
Whware vCenter
Citrix MenServer

[ Save [Enciypted Locally)

Digcover... I

Dizcovered Servers: Unlimited

Close |

2 In the Discover Details dialog box, type the hostname or IP address of the source or target. To

discover multiple machines, specify multiple hostnames or IP addresses separated by

semicolons.

To discover Linux workloads or VMware ESX Server 2.5 and 3.0.x systems that are using non-
default SSH ports, specify the port number using the standard URL syntax
(hostname:portnumber or IP_address:portnumber as applicable). Port numbers are not
required for VMware ESX Server 3.5, ESXi 3.5, and ESX 4 systems.

Select the machine type and provide administrator credentials for the machine you are
discovering. Use the following guidelines for selecting the machine type and specifying

credentials:
Machine
To Discover Type Credentials Remarks
Selection
All Windows Windows Local or domain For the username, use this syntax:
workloads admin credentials. + For domain member machines:
MSVS VM hosts authority\principal
* For workgroup member machines:
Image Servers hostname\principal
All Linux Linux Root-level username Non-root accounts must be properly
workloads and password configured to use sudo. See Knowledge
Base Article 20711 (http:/
support.platespin.com/kb2/
Article.aspx?id=20711).
VMware ESX VMware Root-level username
hosts ESX and password
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Machine

To Discover Type Credentials Remarks
Selection
VMware ESX VMware VMware vCenter All subsequent communications with ESX
hosts affiliated vCenter Web service hosts take place through the vCenter
with a VMware credentials Server. To reset the access mechanism to
vCenter Server (username and Direct to ESX or back to Via vCenter,
password) refresh the details of the required ESX host
and select the required option. See
“Resetting the Access Mechanism Used to
Authenticate Access to ESX Hosts” on
page 35.
Citrix XenServer Citrix username root XenServer hosts currently do not support
VM hosts XenServer  along with the multiple root-level user accounts
associated password
Solaris Solaris username and The user must be assigned a primary

workloads and
zZone servers

password administrator profile through Solaris RBAC
(role-based access control). See
Knowledge Base Article 20711 (http://
support.platespin.com/kb2/

Article.aspx?id=20711).

NOTE: Discovering hosts with Microsoft Hyper-V, Virtual Iron, and Xen Hypervisor
virtualization software results in these systems being registered as Portability Suite source
workloads (as opposed to VM host targets). To use these platforms as workload portability
targets, see “Semi-Automated Workload Virtualization through X2P” on page 55.

4 (Optional) If you want to store these credentials for use during future jobs, enable the Save
(Encrypted Locally) option.

5 Click Discover and wait for the process to complete.

6 (Optional) If you want to monitor the progress of the job, switch to the Jobs view.

2.3.3 Discovering All Machines in a Windows Domain

1 Enable the automatic Network Discovery feature. See “Prepopulating the Servers View with
Windows Computers in the Network™ on page 32.

In Portability Suite Client, expand the domain listing containing the machines to be discovered.
Right-click the domain name, then select Discover All Servers.

Specify domain-level administrator credentials.

a b ODN

Click Discover and wait for the process to complete.

6 (Optional) If you want to monitor the progress of the job, switch to the Jobs view.

2.3.4 Refreshing Machine Details

You should routinely refresh your source workloads and targets before setting up a conversion job.
To refresh a source or a target machine:

1 In the Servers view, right-click the required item, then select Refiesh Details.
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Refresh Details for ¥M DI-u5Tous.plates| x|

Credentials :

User Mame I foot

Passnord: [ eee

Refresh... I Close |

2 Specify the credentials appropriate for the system being refreshed, then click Refiesh.

Portability Suite starts a discovery job, which you can monitor in the Jobs view.

2.3.5 Resetting the Access Mechanism Used to Authenticate
Access to ESX Hosts

If you discover ESX hosts through a vCenter Server, all subsequent communications with these VM
hosts take place through the vCenter Server.

You can reset this access mechanism to Direct to ESX or back to Via vCenter:

1 Refresh the required ESX host. See “Refreshing Machine Details” on page 34.

The system prompts you to select an access type:

Refresh Details for Host comp184 x|

~ Select Access Type
" Direct ta ES¥

= via Whware vCenter: 10.99.118.239

~wCenter Credentials:

User Name : | BT

Password : I sesssene

¥ Save [Encrypted Localy)

Refresh... I Cloze |

2 Select the required option, then click Refresh.

Portability Suite rediscovers the required ESX host by using the specified access mechanism,
which it uses for all subsequent communications with that host.

2.3.6 Discovering and Registering Target Physical Machines

To discover a physical target and inventory its hardware components, you must boot the target
machine with a Physical Target Take Control ISO image on a CD or other media, from which your
target can be booted. A similar process is used to migrate workloads to virtualization platforms that
use the semi-automated virtualization process, whereby a target virtual machine on a virtual
machine host is regarded as a physical target. See “Semi-Automated Workload Virtualization
through X2P” on page 55.

To use an ISO image, download it from the Novell Customer Center (http://www.novell.com/
customercenter/). Use the image appropriate to your target machine:
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Table 2-2 Take Control ISO Images for Target Physical Machines

Target Type

Filename

Windows machines with
384 MB RAM or more

winperamdisk.iso

Windows machines with
256 to 384 MB RAM

winpe.iso

Linux machines

bootofxx2p.iso

Windows VMs on Virtual
Iron with 384 MB RAM
or more or more

winperamdisk virtualiron.iso

Regarded by Portability Suite Server
as physical targets. See “Semi-
Automated Workload Virtualization

Windows VMs on Virtual
Iron with 256 to 384 MB
RAM

winpe virtualiron.iso

through X2P” on page 55.

Unisys* ES7000
machines regardless of
memory size

winperamdisk es7000.1iso

+ “Discovering and Registering Target Physical Machines (Windows)” on page 36

* “Registering Physical Targets with Portability Suite Server (Linux)” on page 37

+ “Performing an Unattended Registration of a Target Physical Machine” on page 37

Discovering and Registering Target Physical Machines (Windows)

Complete these steps to register your target with Portability Suite Server when you are using an
unmodified Take Control ISO image. For information on how to modify the image for an unattended
registration process, see Knowledge Base Article 20832 (http://support.platespin.com/kb2/

article.aspx?id=20832).

All discovered and registered physical machines can be also used as Server Sync targets. See
“Synchronizing Workloads with Server Sync” on page 53.

1 Burn the appropriate Physical Target Take Control ISO image on a CD or save it to the required
media, from which your target can boot. See Table 2-2, “Take Control ISO Images for Target
Physical Machines,” on page 36.

2 Ensure that the network switch port connected to the target is set to Auto Full Duplex.

Because the Windows version of the boot CD image supports Auto Negotiate Full Duplex only,
this ensures that there are no conflicts in the duplex settings.

3 Using the boot CD, boot the target physical machine and wait for the command prompt window

to open.

4 Enter Y to transfer data at the block level or enter N to transfer data at the file level. The block-
level transfer selection applies to the Block-based Live Transfer method (not the VSS Block-
based Live Transfer method). See “Supported Transfer Methods™ on page 16.

5 When prompted, enter the Portability Suite Server URL, using the following syntax:

http://server_host/PortabilitySuite

Replace server host with the actual Portability Suite Server host’s name or IP address.
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6 Enter administrator-level credentials for the Portability Suite Server, specifying an authority.
Use this syntax:

domain\username or hostname\username
7 Enter the password for the provided credentials.
Available network cards are detected and displayed by their MAC addresses.

8 If DHCP is available on the NIC to be used, press the Enter key to continue. If DHCP is not
available, select the desired NIC to configure with a static IP address.

8a Enter the IP address
8b Enter the subnet mask
8c Enter the gateway
9 Enter a hostname for the physical machine or press the Enter key to accept the default values.
10 Enter Yes if you have enabled SSL on the Portability Suite Server; otherwise enter No.

11 Enter the name of the Portability Suite Network that you want the discovered machine to be
part of. If you are unsure, just press the Enter key. Portability Suite Server uses the Default
Network.

After a few moments, Portability Suite displays the physical target in the Servers view.

Registering Physical Targets with Portability Suite Server (Linux)

Complete these steps to register your target with Portability Suite Server when you are using an
unmodified Take Control ISO image. For information on how to modify the image for an unattended
registration process, see Knowledge Base Article 20832 (http://support.platespin.com/kb2/
article.aspx?id=20832).

1 Burn the appropriate Physical Target Take Control ISO image on a CD or save it to the required
media, from which your target can boot. See Table 2-2, “Take Control ISO Images for Target
Physical Machines,” on page 36.

2 Boot the target machine, using the ISO Ramdisk image.
3 When prompted, enter the Portability Suite Server URL, using the following syntax:
http://server _host/PortabilitySuite
Replace server _host with the actual Portability Suite Server host’s name or IP address.
4 Enter your credentials for the Portability Suite Server.

5 Specify a static IP address or indicate that the machine should dynamically obtain an IP address
from a DHCP server.

6 Enter a name for the target host and specify an existing Portability Suite Network to work with.

After a few moments, Portability Suite displays the physical target in the Servers view.

Performing an Unattended Registration of a Target Physical Machine

Portability Suite provides a mechanism for automating a target physical machine’s registration with
the Portability Suite Server. This involves updating the Take Control ISO image with specific
registration information before booting the target.

For details, see Knowledge Base Article 20832 (http://support.platespin.com/kb2/
article.aspx?id=20832).
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2.3.7 Discovering and Preparing a Windows VM for a Server
Sync Job

If you want to synchronize two Windows workloads, and if your synchronization target is a virtual
machine, you must discover and register an appropriate virtual machine first. For information about
the Server Sync feature, see “Synchronizing Workloads with Server Sync” on page 53.

1 On your virtual machine server, create a virtual machine with an operating system profile
matching the intended source workload.
2 Discover the virtual machine host or refresh its details.

3 In the Servers view, right-click the newly created virtual machine underneath the virtual
machine server, then select Prepare for synchronization.

4 Specify administrator credentials for the virtual machine server.

5 (Optional) If you want to store these credentials for use during future jobs, enable the Save
(Encrypted Locally) option.

6 (Optional) To configure the temporary Take Control network settings, such as choosing which
virtual network to use from those available on the virtual machine server and configuring TCP/
IP settings, click Configure, then configure the network settings as required.

7 Click Prepare and wait for the job to complete.

On completion, the Servers view lists a new Server Sync target underneath the VM host:

2.4 Analyzing Machines with PlateSpin Analyzer

Before you begin any large-scale conversion projects, you should identify potential conversion
problems and correct them beforehand. Use the PlateSpin® Analyzer utility to determine whether
discovered machines are suitable for conversion jobs.

To open PlateSpin® Analyzer:

1 On the Tools menu, click Analyze Servers.
The PlateSpin Analyzer window opens.
2 Select the required Portability Suite Network and the required machines to analyze.
3 (Optional) To reduce the analysis time, limit the scope of machines to a specific language.

4 (Optional) To analyze machines in the inventory of a different Portability Suite Server, click
Connect, then specify the required Portability Suite Server URL and valid credentials.

5 Click Analyze.

Depending on the number of discovered machines you select, the analysis might take a few
seconds to several minutes.

Analyzed servers are listed in the left pane. Select a server to view test results in the right pane. Test
results can be any combination of the following:

Table 2-3 Status Messages in PlateSpin Analyzer Test Results

Result Description

Passed The machine passed the PIateSpin® Analyzer tests.
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Result Description

Warning One or more tests returned warnings for the machine, indicating potential conversion
issues. Click the hostname to see the details.

Failed One or more tests failed for this machine. Click the hostname to see the details and obtain
more information.

The Summary tab provides a listing of the number of machines analyzed and not checked, as well as
those that passed the test, failed the test, or were assigned a warning status.

The Test Results tab provides the following information:

Table 2-4 PlateSpin Analyzer Test Results Tab

Section Details

System Test Validates that the machine fulfills Portability Suite’s minimum
hardware and operating system requirements.

Take Control Hardware Support Checks for source hardware compatibility.

Target Hardware Support Checks hardware compatibility for use as a target physical
machine.

Software Test Checks for applications that must be shut down for Live

Transfer, and databases that should be shut down during Live
Transfer to guarantee transactional integrity.

Incompatible Application Test Verifies that applications known to interfere with the conversion
process are not installed on the system. These applications are
stored in the Incompatible Application Database. To add, delete
or edit entries in this database, select Incompatible Application
from the Tools menu.

The Properties tab provides detailed information about a selected machine.

For more information about using PlateSpin® Analyzer and understanding the results, see
Knowledge Base Article Q20478 (http://support.platespin.com/kb2/article.aspx?id=20478).

2.5 Working with Device Drivers

Portability Suite ships with a library of device drivers, and during conversion jobs it automatically
installs the appropriate ones for the target. To determine if the required drivers are available, use
PlateSpin® Analyzer. See “Analyzing Machines with PlateSpin Analyzer” on page 38.

If PlateSpin® Analyzer encounters missing or incompatible drivers, or if you require specific drivers
for your target infrastructure, you might need to add (upload) drivers to the Portability Suite driver
database.

If you need to add drivers, use the Device Driver Manager, as detailed in the following procedure.
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For problem-free operation of your conversion job and the target workload, upload only digitally
signed drivers for:

+ All 64-bit Windows systems

¢ 32-bit versions of Windows Vista and Windows Server 2008 systems

NOTE: On upload, Portability Suite does not validate drivers against selected operating system
types or their bit specifications; make sure that you only upload drivers that are appropriate for your
target infrastructure.

To upload drivers to the Portability Suite device driver database:

1 Save the driver files to a local directory.
2 Click Tools > Manage Device Drivers.

The Device Driver Manager window opens.

9 x2P Device Driver Manager _ ol x|

Windows Drivers | Livus Drivers |

~Show Diivers For:

03 Type Service Pack: Language: Hardware Manufacturer:

windowsi<Fr64 =l Al | Neutral | Al |
Al
Stondard
UnisysE 57000
HenServer
Souce | Update| /Hnaresener
& C |[& Contsi |[& Contai |[=] Conts | 8] Conta |[& Contai | ] Contsin |[=] Cont |[& Cont |[& Contai | Contlpays

= | | | | | | | [ [

Drag a caluran header here to group by that coluran

| Prpld| wendor | Model | Descripti | Wersion | Date | 05 Type

14841 ‘scm | Microsoft |ATL NTa |ATL 710 ‘SZS?BD |1EI/‘I]1/2EIEI‘Wmdnws>< |AH |Neutla| |hu\\t-m |5/3D/2UDS ‘Slar\dard |
14842 | SCSI | Miciosoft | ATLNTa | ATL710 | 5.2.3730 | 10/01/200 | Windons | &1 Newwal | bultin | 5/30/2009 | Standard

14843 ) E: ATL 710 | Meutral  built-in ard
14844 SCSI [ Microsoft [ ATLNTa [ATL710 | 523730 [10/01/200 | Windowsx [ All Meutral [ built-in 5/30/2009 | Standard L
14845 | SCSI | Micrasolt | ATLNTa | ATL710 | 523730 | 107017200 | Windows | &1 Newual | bultn | 5/30/2008 | Standard
14846 SCSI [ Microsoft [ ATLNTa [ATLPI0 | 523730 [10/01/200 | Windowsx [ All Meutral [ built-in 5/30/2009 | Standard 'I
Help 3 DekleDivers.. | @ UpbadDrivers.. | Close |
4

3 Select the tab corresponding to the required operating system, then select the applicable
operating system and target hardware manufacturer details.

4 Click Upload Drivers.

5 Use the Device Driver Uploader dialog box to specify the path to the directory where your
saved the required driver files.

6 Click Upload, then click OK.

2.6 Managing Custom Post-conversion Actions

To automate specific post-conversion tasks on your target, you can include a custom action, such as
a batch file, a shell script, or a program executable, in your conversion job. At the end of the
conversion process, Portability Suite uploads the specified action, along with its dependencies, to
the target and executes it.

Custom post-conversion actions are supported for the following job types:

¢ One-time Server Sync

¢ Peer-to-peer workload conversion
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For the capability to select a post-conversion action to run as part of a conversion job, you must first
save the action and its dependencies in a dedicated directory and add it to the Portability Suite
Server’s library. The maximum size of the directory must not exceed 64 MB. For information about
raising this limit, see “Increasing the Size Limit on Post-conversion Actions Uploaded to Portability
Suite Server” in your Configuration Guide.

Use the following procedure for adding a post-conversion action to the Portability Suite Server’s
library of custom actions.

1 Create the action, test it on a sample workload, and save it together with its dependencies in a
directory that the Portability Suite Server can access.

Take special care when developing post-conversion actions for Linux and Solaris workloads,
which allow different characters in file names and support different ACL (Access Control List)
permissions. For these operating systems, amalgamate the action’s directory structure into a
single file. See Knowledge Base Article 21121 (http://support.platespin.com/kb2/
article.aspx?1d=21121).

2 In the Portability Suite Client, click Tools > Manage Actions.
3 Click Add. The Add Action window opens:

r—Add Action :

Action Name: [ 2P _tPcanfia
Findows: C Linue © Solars

~Files :

Action Folder: C:\temph81 DhzMOCKLPS Browse...
File Narme | Size | Date Modified [ Refresh
[post-conversion] ACTIONS W2P_IPY] bat 273KE 6/12/2009 1220518 &M
[post-conversion] ACTIONS W2P_IPA2bat 30.29KB 6/12/2003 1220718 &M Gio to Folder
[post-conversion] ACTIONSW2P_IP43bat 18.42KB 641242009 12:08:00 AM
[post-conversion] ACTIOMSW2P_IP2P_IP bat 4E5 KB B/12/2009 120817 &M

[post-conversion] ACTIONSWX2P_IPYZP_IP.exe 228.05KB 6/12/20091212:32 AM

File to Execute: I [post-conversion] ACTIONSYRZR [PYZP_IP exe Set

— Default Dptions :

Command line arguments: I

Execution timeot; 0 3: seconds
¥ Mo timeaut
Help | OF. I Cancel |

4 In the Add Action window, type a name for your custom action, select the target operating
system type, then browse to and select the directory that contains the required action with its
dependencies.

Portability Suite populates the list with the contents of the selected folder.
5 In the File Name column, select the required executable, then click Set.

6 In the Default Options section, specify any required command line arguments and an execution
timeout, then click OK.

Portability Suite packages and uploads the library.

The action is now available for selection in conversion jobs. See “Including a Custom Post-
conversion Action in a Conversion Job” on page 111.
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2.7 Setting Up, Executing, and Managing Jobs

Most discovery, workload portability, and workload protection actions and operations are defined,
executed, and monitored as Portability Suite jobs.

¢ Section 2.7.1, “Selecting a Conversion Job Setup Method,” on page 42

¢ Section 2.7.2, “Pre-conversion Job Validation,” on page 45

¢ Section 2.7.3, “Saving Conversion Jobs,” on page 45

¢ Section 2.7.4, “Starting a Saved Conversion Job in the Jobs View,” on page 46

¢ Section 2.7.5, “Changing the Start Time of a Saved Conversion Job,” on page 46

¢ Section 2.7.6, “Viewing the Parameters of a Completed or In-Progress Conversion Job,” on
page 46

¢ Section 2.7.7, “Canceling an In-Progress Job,” on page 46

¢ Section 2.7.8, “Controlling the State of Source Workloads in the Jobs View,” on page 47

¢ Section 2.7.9, “Running Job Diagnostics,” on page 47

¢ Section 2.7.10, “Generating Job Reports,” on page 47

¢ Section 2.7.11, “Using Windows Scheduled Tasks and a Batch File to Run Jobs,” on page 47

2.7.1 Selecting a Conversion Job Setup Method

You can set up a conversion job and specify the job configuration parameters in one of the following
two modes:

¢ Advanced mode: Uses the Conversion Job window, which provides access to all job
configuration parameters.

+ Wizard mode: Provides a convenient subset of the Advanced method and interactively
captures only the essential parameters of a conversion job.

The following sections provide more information:

+ “Differences Between the Advanced and Wizard Job Configuration Modes” on page 42

+ “Starting a Conversion Job” on page 44

Differences Between the Advanced and Wizard Job Configuration Modes

The Advanced and Wizard job configuration modes differ in the extent of available configuration
options.

In Wizard mode, Portability Suite provides a convenient subset of the Advanced method,
interactively captures the essential parameters of a conversion job, itemizes settings specified in
previous wizard pages, and provides a summary at the end.
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Figure 2-6 Job Configuration Window in Wizard Mode
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& Summary
i) Credentials MoveWorkload =
After the conversion, the source maching will be Shutdawn
B Transfer Method Alfter the conversion, the target machine will be Powered On
h Host Mame Credentials
3 Source Usemame: localhosthadrministrator
n Metwarking Target Username: administrator
& WM Configuation | | Transfer Method
5 WM Tooks Take Control File based transfer
. HostName
a8 Volumes
PRACCENTERDT
= Disks
Networking
G Services Guest NIC 1: DHCP
) Source take control: DHCP
& Transfer Services Target take controk DHCP
i Post Corwersion VM Configuration
WM Name: PRACCENTERDT_ VM
;;_j Summary Configuration Path: /vmifs/volumes/staragel [1)/PRAYCCENTERD _YM/PRYCCENTERDT_YM.vms
Memary: 512 ME
E
Help Advanced | < Back Hest> Cancel stat |
A

In Advanced mode, Portability Suite provides access to enhanced job configuration options and
advanced settings for some aspects of a conversion job. In Advanced mode, you access settings for
an aspect of a conversion job by clicking links that are grouped in categories. To hide or show

category details, click the category bar.

Figure 2-7 Job Configuration Window in Advanced Mode
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You can access the following enhanced job configuration options in Advanced mode, but cannot

access them in Wizard mode:

+ Specifying a non-default license for a conversion job. See “Selecting a License Key for a

Migration or Protection Conversion” on page 77.
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+ Enabling automatic job progress and status notifications. See “Configuring Automatic E-Mail
Notifications of Job Status and Progress” on page 78.

¢ Job scheduling options, except when protecting a workload. See “Scheduling and
Synchronization” on page §3.

+ Advanced options for target virtual machine configuration. See “Virtualization Platform-
Specific and Advanced VM Configuration Options” on page 90.

¢ Saving the job for on-demand execution at a later time. See “Saving Conversion Jobs” on
page 45.

Starting a Conversion Job
To start setting up a conversion job and select either the Advanced or the Wizard method:

1 Open the Action window by using one of the following methods:
¢ Drag a discovered source and drop it on a discovered target.
¢ Click a task in the Tasks pane.
¢ Click the New Job toolbar.

+ In the Jobs view, right-click a source and select a command from the context menu.
Available commands depend on the type of source.

The Action window opens:

Action E

5 PR-VCCENTERD1 - comp187
O

Under vCenter "10.99.118.239'

Windows 2003 Enterprise WMware ESx Server [B4-bit E

10.99.118.239 [workgroup)]

10.99.160.167 [platespin]

Source, Taiget:
Hostname #| -Actions Hostname ’|
M = Copy Workload i, compl184

* Move Workload £l >

i, comp-sunl.platespin.com

 Protect Workload A vmeerc2

" Caplure Image

~ Deploy Image

 Import Image

~ Transter Mode

% Full Migration

" Server Spnc (Changes only)

Action Description

The act of migrating a server [phyzical or wirtual] from one piece of infrastiucture to another with the intent of retiing or
repurposing the origingl infrastructure. As little as possible is changed with the migrated server during & move. A
workload license is transfened from source server to target server during a move.

&) During the migration YMware may power on the Target ¥M on anp ESX Server within the DRS Cluster ﬂ
% [Source] Application "Microsoft SOL Server 2005" is detected on this system. I using file based live transfer, sither
MANUALLY shut down all related services OR use the Live Transfer Services [Source] configuration screen to select
the appropriate services to be shut down before transferring. ;I
Help Confiqure D efaults Advanced Cancel |

[~ Don't show this windaw on drag and drop
Y

The Source and Target panes display workloads and targets applicable to the selected type of a
conversion job.

The Full Transfer and Server Sync options are enabled only if:
+ The system detects an existing operating system on the target

+ The operating system profile of the target matches that of the source workload
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See “Synchronizing Workloads with Server Sync” on page 53.
2 Check validation messages at the bottom of the window.

3 To start configuring your conversion job in either Wizard or Advanced mode, click Start
Wizard or click Advanced.

4 (Optional) For convenience, to avoid displaying the Action window on drag-and-drop, select
Don’t show on drag and drop before proceeding. Subsequent drag-and-drops bypass the Action
window and directly open a Conversion Job window in Advanced mode.

To restore the job conversion startup behavior, restore application defaults. See “General
Options” in your Configuration Guide.

2.7.2 Pre-conversion Job Validation

When starting a conversion job, Portability Suite validates the job type, the source, the target, and
the selected parameters, and might generate errors and warnings.

% Error markers show configurations that you need to change before the conversion job can start.

4, Warning markers alert you to settings that should be confirmed prior to starting the conversion.

In a default Portability Suite configuration, validation messages display at the bottom of the Action
window. See Step 1.

If you have configured Portability Suite to bypass the Action window on drag-and-drop, errors and
warnings are displayed in a separate window:

Figure 2-8 Conversion Validation Window

PlateSpin Portability Suite Conversion Yalidation

/ 1 : Please note the following warmings before continuing :

~Sowce : DOCS

& appropriate
rver 2005 Expre:

Refresh Source ..

ansferring.

iz detected on this j

—Taiget : comp187
@ Dwring the migration Yhware may er on the Target %M on any £ withit the DRS Cluster.
&l During the migration YMware DRS will be set to ‘Partially Automated' for the Target Wi, but other ¥z in

the cluster will not be affected.
Refresh Target ...
Help ™ Show me only when validation emors oceur Cancsl |,

%

To force this window to open only on errors, select the Show me only when validation errors occur
option.

2.7.3 Saving Conversion Jobs

When you start a conversion job in Advanced mode, you have additional options for saving the job
and executing it at a later time.

After all options have been configured for the job, click the arrow at the right side of the Save
button, then select a command from the drop-down list:
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Save As...
Save with MTFS Encryption

+ Save As: Select this option to save the conversion job to run at a later time.

¢ Save with NTFS Encryption: Select this option to save the conversion job to run at a later

time.

2.7.4 Starting a Saved Conversion Job in the Jobs View

1 In the Portability Suite Client’s Jobs view, locate the required saved job.
2 Right-click the job and select Start.

Portability Suite starts the conversion job.

2.7.5 Changing the Start Time of a Saved Conversion Job

1 In the Portability Suite Client’s Jobs view, locate the required saved job.
2 Right-click the job and select Change Start Time.
The Change Job Start Time dialog box opens.

Currently scheduled ta stat on 10/17/2008 at 3:08 PM

Mew starttime: | 10/17/2008 03:08 PM =

Help I QK | Cancel |

3 Specify the required new start date and time, then click OK.

Portability Suite reschedules the job and executes it at the specified time.

2.7.6 Viewing the Parameters of a Completed or In-Progress

Conversion Job

1 In the Portability Suite Client’s Jobs view, locate the required job.
2 Right-click the job and select View.

Portability Suite opens the job configuration window in Advanced mode and displays the job’s

configuration parameters in read-only mode.

2.7.7 Canceling an In-Progress Job

1 In the Portability Suite Client’s Jobs view, locate the required job.
2 Right-click the job and select Abort.
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2.7.8 Controlling the State of Source Workloads in the Jobs
View
You can restart or shut down your source workload in the Jobs view.

1 In the Portability Suite Client’s Jobs view, locate the required job.
2 Right-click the job and select Restart Source or Shutdown Source as applicable.
To automate the startup state of source and target workloads, specify the required post-conversion

state in your conversion job. See “Specifying Transfer Options” on page 79.

2.7.9 Running Job Diagnostics

1 In the Portability Suite Client’s Jobs view, locate the required job.
2 Right-click the job, select Run Diagnostics, and wait for the process to complete.

After a few moments, Portability Suite launches a Web browser window with the results of
comprehensive diagnostics on the job.

2.7.10 Generating Job Reports

You can generate detailed reports of running and completed jobs. A report records the tasks
performed during the job.

To generate a job report:

1 In the Portability Suite Client’s Jobs view, locate the required job.
2 Right-click the job and select Report.

SN 3
“ Discover 5¢ =

B =

< Discover Se Abort

&

@ Discaver Sel Change Start Time. ..

]

@ Discover 58 -

]

Edit...
@ Discover 5S¢

]

= #& Delete Job,..
 Discover Sef

% Discover 5S¢ Properties

Repart S Server DI

H #

@ Test Restar ‘ o

2}

2 Incremental Run Diagnostics. .. to DEMO-ES:

=

@ Discover Server Detais for DEMO-W2E

=

A Web browser window displays the requested report.

2.7.11 Using Windows Scheduled Tasks and a Batch File to
Run Jobs

You can schedule and run a job by using Windows Scheduled Tasks and a batch file. At the
scheduled time Windows calls the batch file, which launches the Portability Suite in console mode
and executes the specified job.

1 Set up and save the required job, and note its location on the hard drive.

2 Use a text editor to create a batch file containing the following line:

PortabilitySuite.Console.exe run /job="path to job file"
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Replace path_to_job_file with the actual path to the required job file.

3 Name the batch file and save it to the same directory as the PortabilitySuite.Console.exe
application:

..\PlateSpin Portability Suite Client\CommandLine
4 Use Windows Scheduled Tasks to set up a task to run the batch file at the desired date and time.
For more information about Windows Scheduled Tasks, see your Windows documentation.

Below is a sample command for a batch file:

PortabilitySuite.Console.exe run /job=

"C:\documents and settings\Administrator\Local Settings\

Application Data\PlateSpin ULC\PlateSpin PortabilitySuite\8.0.0.xxxx\
jobs\4£035cda-5c2b-4b73-9923-148ba743e560\32025d86-8850-4c79-8bf3~
bb9c22blacld. job"
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Portability and Protection with
Peer-to-Peer Workload
Conversions

Peer-to-peer refers to workload portability or protection operations that result in a booted or
bootable workload on physical hardware or a virtual machine. P2P, P2V, V2V, and V2V conversions
are all peer-to-peer.

This section provides information about peer-to-peer workload portability and protection jobs and
best practices.

*

*

Section 3.1, “Converting a Workload to a Virtual Machine (P2V, V2V),” on page 49
Section 3.2, “Converting a Workload to a Physical Machine (P2P, V2P),” on page 50
Section 3.3, “Windows Workload Protection through Virtualization,” on page 51
Section 3.4, “Managing Workload Protection Contracts,” on page 52

Section 3.5, “Synchronizing Workloads with Server Sync,” on page 53

Section 3.6, “Semi-Automated Workload Virtualization through X2P,” on page 55

3.1 Converting a Workload to a Virtual Machine
(P2V, V2V)

To initiate a peer-to-peer workload virtualization conversion job:

1

Discover or refresh your source workload and your target VM host. See “Discovering Source
Workloads and Migration Targets” on page 32.

2 Start a conversion job. See “Selecting a Conversion Job Setup Method” on page 42.

Configure the required parameters of the job. See “Essentials of Workload Migration and
Protection Jobs” on page 77.

(Optional) If you are converting a workload to a virtual machine for business continuity
purposes, enable incremental synchronizations. See “Scheduling and Synchronization” on
page 83.

Run the job.
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Figure 3-1 Peer-to-Peer Conversion Job Window (P2V in Advanced Mode)

3.2 Converting a Workload to a Physical Machine
(P2P, V2P)

To initiate a peer-to-peer workload conversion to a physical machine:
1 Discover your source workload. See “Discovering Source Workloads and Migration Targets”
on page 32.

2 Discover and register your target physical machine with Portability Suite. See “Discovering
and Registering Target Physical Machines” on page 35.

3 (Recommended) Use PlateSpin® Analyzer to ensure that:
* Your source operating system and hardware are supported by Portability Suite.

+ Portability Suite’s X2P device driver library contains device drivers that your target
requires for the operating system being ported.

See “Analyzing Machines with PlateSpin Analyzer” on page 38.

4 (Conditional) If drivers for the physical target are missing, upload the required drivers to the
Portability Suite’s X2P device driver library. See “Working with Device Drivers” on page 39.

5 Start a conversion job. See “Selecting a Conversion Job Setup Method” on page 42.

6 Configure the required parameters of the job. See “Essentials of Workload Migration and
Protection Jobs™ on page 77.

7 Run the job.
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Figure 3-2 Peer-to-Peer Conversion Job Window (V2P in Advanced Mode)
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3.2.1 Best Practices (X2P)

+ When you are migrating a workload from one vendor to a target hardware infrastructure from
another vendor (for example, from HP* to Dell), or if your source is a virtual machine, make
sure that you disable vendor-specific or VM-specific services during the transfer. For example,
the HP Insight service and the VMware Tools service. See “Handling Operating System
Services and Applications” on page 94.

¢ When you are using the Take Control transfer method for P2P and V2P migrations, make sure
that you select the appropriate Full Duplex speed that matches your network Full Duplex mode.
See “Setting Up Conversion Networking” on page 84.

+ Ensure that vendor partitions are not being copied from the source. See “Handling a
Workload’s Storage Media and Volumes” on page 100.

3.3 Windows Workload Protection through
Virtualization

Peer-to-peer workload protection is a function of workload portability to a virtual machine
infrastructure. You use a Live Transfer method to convert a workload to a virtual machine and
simultaneously establish an optional protection contract in your conversion job to incrementally
update the target virtual machine on a recurring schedule. See “Scheduling and Synchronization” on
page 83.

In terms of scope of data transferred from your source workload to the target, you can protect a
workload by using one of the following two methods:

¢ Straight P2V or V2V Conversion: To protect a workload with this method, you convert your
workload to a virtual machine and enable incremental synchronizations as a parameter of the
conversion job. During the conversion process, Portability Suite creates an initial virtual replica
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of the source machine, transfers the workload to the VM, and regularly updates it according to
the specified synchronization schedule. See “Converting a Workload to a Virtual Machine
(P2V, V2V)” on page 49.

¢ Server Sync virtualization with incremental synchronization: To protect a workload with
this method, you enable incremental synchronizations as a parameter of the Server Sync job,
which creates the initial virtual replica of the source machine without transferring the entire
volume data; it transfers only the differences between your source and an existing base VM
with a matching OS profile. Subsequent changes are regularly synchronized according to the
specified synchronization schedule. See “Synchronizing Workloads with Server Sync” on
page 53.

In either case, the virtual machine is left offline as a warm back-up. To support disaster recovery
plans and disaster recover-readiness exercises, Portability Suite provides mechanisms for testing and
implementing workload failover to the virtual machine. See “Managing Workload Protection
Contracts” on page 52.

3.4 Managing Workload Protection Contracts

Portability Suite enables you to create and manage your workload protection contracts. For example,
at any time during the period, in which a protection contract is active, you can manually run full and
incremental transfers, pause and resume synchronization schedules, test and run failover jobs, edit
protection jobs, and view logs.

NOTE: Workload protection through virtualization is supported for Windows workloads only. See
“Supported Microsoft Windows Workloads™ on page 14.

1 On the Portability Suite Client toolbar, click the Synchronization Schedules button. The
Synchronization Schedules window opens.

Synchronization Schedules.

Source M | Container WM Name Last Sync Date Mext Sync Date Schedule Status | Job Status
o DEMO-W_. DEMO-ESX3 2K 41972007 4:10:30 PM 7 4:00:0.
Edit Job
View Log
Pause Schedule
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2 Right-click the synchronization schedule that you want to manage and select one of the

following commands:

Run Test Restore

Run Restore

Run Full Transfer

Run Incremental Transfer
Edit Job

View Log

Pause Schedule
Resume Schedule

Cancel Schedule

Verifies that the replica of the protected source server is functional.
This feature performs the following actions:

1. Creates a conversion job that you can use to specify required
temporary network settings, such as placing the VM on an
isolated network or assigning it a different IP address.

2. Creates a snapshot of the VM before powering it on, and
removes the snapshot after completion, reverting the VM to its
original state. The job also reverses any VM configuration
changes, such as NIC connection settings.

3. Suspends scheduled synchronizations and resumes after
completion.

NOTE: Before executing a Test Restore, change the server name and
IP address of the test restore server or connect it to a different
physical or logical network. Also, be aware that incremental transfers
are paused, and do not resume until the test restore server is powered
off.

Brings the target virtual machine online. You would most likely choose
this option when the source server has failed. An abbreviated
Conversion Job screen opens where you can change and/or confirm
the job configuration prior to bringing the server online.

Forces a full transfer from the source server to the target virtual
machine.

Forces an incremental transfer.
Enables you to edit the incremental transfer schedule.

Displays status information for the various transfers that have
occurred: Initial Copy, Full Transfer, and Incremental Transfer.

Puts incremental transfers on hold.
Resumes incremental transfers.

Cancels the synchronization schedule.

NOTE: Before canceling a synchronization schedule, you need to
determine what to do with the target virtual machine. To keep the
virtual machine, run a recovery job before canceling the schedule. The
virtual machine can then be used on any virtual machine server.

3.5 Synchronizing Workloads with Server Sync

The Server Sync feature enables you to control the scope of data that is transferred from your source
to your target. For example, when setting up a job for a workload portability or protection operation,
you can choose to update an existing physical or virtual machine to match the state your source
workload without transferring volume data in its entirety. Portability Suite compares the target
physical or virtual workload with the selected source and transfers only data that is different
between the two, overwriting files on the target with those on the source workload.
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You can use Server Sync for:

+ A single migration of a supported Windows or Linux workload (a one-time Server Sync job)

+ An ongoing protection of a Windows workload
The capability depends on your product license.

Server Sync is useful in situations where the size of volume data or network conditions are
prohibitive for a direct workload virtualization over the network.

To perform a Server Sync job:
1 Discover your source workload. See “Discovering Source Workloads and Migration Targets”
on page 32.
2 (Conditional) If your intended target is a virtual machine:
2a Create a target virtual machine by using one of the following methods:

¢ Do an initial conversion of your workload to a virtual machine. See “Converting a
Workload to a Virtual Machine (P2V, V2V)” on page 49.

+ Using your virtualization platform’s native interface, manually install a virtual
machine with the same operating system profile as that of your source.

¢ Capture your workload to a Flexible Image, and deploy it to a virtual machine on
your virtualization platform. See “Capturing a Workload to a Flexible Image” on
page 65 and “Deploying a Flexible Image” on page 69.

2b Discover and prepare the target VM for synchronization. See “Discovering and Preparing
a Windows VM for a Server Sync Job” on page 38.

3 (Conditional) If your intended target is a physical machine, discover your physical target by
using the Take Control ISO boot image. See “Discovering and Registering Target Physical
Machines” on page 35.

4 In the Servers view, drag your source workload and drop it on the required target (Server Sync
target or discovered physical machine under control).

If an operating system is detected on the target, and if the detected operating system matches
that of the source, the system prompts you to select the scope of data to transfer (complete
source volume data or only files that are different between the source and the target).

5 Select the Server Sync option, then click Start.
A Server Sync job starts in Advanced mode.

6 Configure the parameters of the job as dictated by the purpose of the operation. Make sure that
you map the required volumes on the source to those on the target.

7 (Optional) If you are protecting a workload to a VM, enable incremental synchronizations. See
“Scheduling and Synchronization” on page 83.

8 Click Start.
Portability Suite starts the job and lists it in the Jobs view.
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3.6 Semi-Automated Workload Virtualization
through X2P

Semi-automated refers to the process of workload virtualization in which a workload's target
infrastructure is a virtual machine that Portability Suite regards as a physical machine. This applies
to the following virtualization platforms:

¢ Microsoft Hyper-V

+ Xen Hypervisor on SUSE® Linux Enterprise Server (SLES) 10

¢ Virtual Iron
To migrate a workload to one of these platforms:
1 Use the native interface of the required virtualization platform to create a virtual machine

whose operating system profile matches that of your source workload.

2 Boot the newly created virtual machine by using the appropriate Novell® PlateSpin® Take
Control ISO image.

This discovers and registers the target virtual machine as a Portability Suite physical machine
target. This is similar to the process described in “Discovering and Registering Target Physical
Machines” on page 35. However, instead of burning the ISO image to a CD to boot physical
hardware, you save the image on the VM host and use it to boot the target VM.

3 Use the Portability Suite Client to create and execute an X2P conversion job.

4 Upon completion of the conversion job, install virtualization enhancement software specific to
the target virtualization platform.

The following topics provide additional notes about migrating workloads to the specific
virtualization platform involved.

¢ Section 3.6.1, “Migrating a Workload to Microsoft Hyper-V,” on page 55
¢ Section 3.6.2, “Migrating a Workload to Xen Hypervisor on SLES,” on page 58
¢ Section 3.6.3, “Migrating a Workload to Virtual Iron,” on page 60

3.6.1 Migrating a Workload to Microsoft Hyper-V

You can use Microsoft Hyper-V as the target virtualization platform in a semi-automated workload
virtualization.

Prerequisites:

+ Your source workload is supported by Portability Suite and Hyper-V. See “Supported Target
Virtualization Platforms” on page 15.

Additional information:

¢ Microsoft Hyper-V Getting Started Guide (http://technet.microsoft.com/en-us/library/
cc732470.aspx)

¢ Virtualization with Hyper-V (http://www.microsoft.com/windowsserver2008/en/us/
hyperv.aspx)
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This section includes the following topics:

“Downloading and Saving the Take Control Boot ISO Image (Hyper-V)” on page 56
“Creating and Configuring the Target Virtual Machine (Hyper-V)” on page 56
“Registering the Virtual Machine with Portability Suite Server (Hyper-V)” on page 57
“Mlgrating Your Source Workload to the Target Virtual Machine (Hyper-V)” on page 57
“Post-Conversion Steps (Hyper-V)” on page 58

Downloading and Saving the Take Control Boot ISO Image (Hyper-V)

1

2

Download the appropriate Take Control ISO image for your workload. See Table 2-2 on
page 36.

(Optional) If you want to perform an unattended registration of your target, update the ISO
image with the required registration parameters. See Knowledge Base Article 20832 (http://
support.platespin.com/kb2/article.aspx?id=20832).

Save the ISO image in a location that Hyper-V server can access. For example: c: \temp.

This ensures that the Take Control ISO image is available to the target VM as a bootable CD-
ROM image.

Creating and Configuring the Target Virtual Machine (Hyper-V)

1

2

Use the Hyper-V Manager’s New Virtual Machine Wizard to create a new virtual machine with
the following settings:

+ Name and Location: Specify a name for your new target and accept the default location.
+ Assign Memory: Assign at least 384 MB of RAM to the VM.

¢ Connect Virtual Hard Disk: Ensure that the virtual disk size is equal to or greater than
the system disk of your source workload.

+ Installation Options: Configure the VM to boot from an ISO image file, and point the
wizard to the downloaded Take Control ISO image.

¢ Summary: Configure the VM to not start upon creation (deselect the Start the virtual
machine after it is created option).

After creating the VM, remove the default NIC and replace it with a generic one, called Legacy
Network Adapter.

This is required because the New Virtual Machine Wizard creates a NIC of a custom Microsoft
type, which is currently unsupported by Portability Suite.

Connect the newly added NIC (Legacy Network Adapter) to the external virtual network.

4 Start the VM and use the Virtual Machine Connection Console to monitor the boot process.

When the virtual machine completes the boot process, it prompts you for parameters that
control the registration of the machine and its profile with Portability Suite. If you are using the
unattended registration process, the required parameters are read from an answer file.
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Registering the Virtual Machine with Portability Suite Server (Hyper-V)

Complete these steps to register your target with Portability Suite Server when you are using an

unmodified Take Control ISO image. For information on how to modify the image for an unattended

registration process, see Knowledge Base Article 20832 (http://support.platespin.com/kb2/
article.aspx?id=20832).

1 At the command line in the Hyper-V Virtual Machine Connection Console, provide the
required information at each individual prompt:

*

Block transfer: Enter v to transfer data at the block level or enter N to transfer data at the
file level. The block-level transfer selection applies to the Block-based Live Transfer
method (not the VSS Block-based Live Transfer method). See “Supported Transfer
Methods” on page 16.

Portability Suite Server: Use the following syntax:
http://server host/PortabilitySuite
Replace server _host with the actual Portability Suite Server host’s name or IP address.

Credentials (User Name/Password): Enter the name of an admin-level user on the
Portability Suite Server host, including the domain or machine name. For example:
domain\username, or localhosf\Administrator. Provide a valid password for the specified
user.

Network Card: Select the network card that is active, then either enter a temporary static
IP address for this card or press the Enter key to use a DHCP server.

Temporary hostname: Provide a temporary VM name for Portability Suite Client to use
to list the newly registered VM. The workload’s target hostname you select in the
conversion job overwrites this name.

SSL encryption: If your Portability Suite is installed on a host with SSL encryption
enabled, enter Yes. If not, enter No.

Portability Suite Network: Unless you have defined your own Portability Suite Network
in Portability Suite Client, press the Enter key. If you are working with a non-default
Portability Suite Network, type its name, then press the Enter key.

A controller on your target virtual machine communicates with Portability Suite Server
and registers the virtual machine as a physical target for a conversion job.

Migrating Your Source Workload to the Target Virtual Machine (Hyper-V)

1 Use Portability Suite Client to start an X2P conversion job with your source workload being the
job’s conversion source and the target being the new VM on Hyper-V. See “Converting a
Workload to a Physical Machine (P2P, V2P)” on page 50.

2 Monitor the conversion job in Portability Suite Client‘s Jobs view.

When the job reaches the Configure Target Machine step, the virtual machine’s console returns
to the boot prompt of the Take Control ISO image.

3 Shut down the virtual machine, reconfigure it to boot from disk rather than from the boot
image, and deselect the VS Tools Installed option.

4 Power on the virtual machine.

The conversion job resumes, reboots the target, and completes the workload configuration.
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Post-Conversion Steps (Hyper-V)

Install Hyper-V Integration Services (virtualization enhancement software). For more information,
see your Microsoft Hyper-V Getting Started Guide.

3.6.2 Migrating a Workload to Xen Hypervisor on SLES

You can use the Xen Hypervisor on SLES as the target virtualization platform in a semi-automated
workload virtualization.

Prerequisites:

+ Your target is a fully virtualized (not paravirtualized) virtual machine.
* Your source workload is supported by Portability Suite and the Xen hypervisor. See “Supported
Target Virtualization Platforms” on page 15.

Additional information:

¢ Virtualization with Xen (http://www.novell.com/documentation/sles10/xen_admin/
index.html?page=/documentation/sles10/xen_admin/data/bookinfo.html)

This section includes the following topics:

+ “Downloading and Saving the Take Control Boot ISO Image (Xen on SLES)” on page 58

¢ “Creating and Configuring the Target Virtual Machine (Xen on SLES)” on page 58

+ “Registering the Virtual Machine with Portability Suite Server (Xen on SLES)” on page 59

+ “Migrating Your Source Workload to the Target Virtual Machine (Xen on SLES)” on page 60
¢ “Post-Conversion Steps (Xen on SLES)” on page 60

Downloading and Saving the Take Control Boot ISO Image (Xen on SLES)
1 Download the appropriate Take Control ISO image for your workload. See Table 2-2 on
page 36.

2 (Optional) If you want to perform an unattended registration of your target, update the ISO
image with the required registration parameters. See Knowledge Base Article 20832 (http://
support.platespin.com/kb2/article.aspx?id=20832).

3 Save the downloaded image file in the following directory:

/var/lib/xen/images

Creating and Configuring the Target Virtual Machine (Xen on SLES)

1 On SLES 10, use the Virtual Machine Manager Wizard or the Create Virtual Machines program
shortcut to create a new virtual machine and install an operating system that matches the profile
of your source.

Ensure that the new virtual machine is created with the following settings:
¢ Virtualization method: Fully virtualized.

¢+ Memory: Assign at least 384 MB of RAM to the VM. This ensures that the VM has
sufficient resources during the conversion and improves transfer speed. If the virtual
machine requires less memory after the conversion, reduce the assigned memory through
after the conversion completes.
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+ Disks: Assign one or more disks, depending on the requirements of your source workload.
The storage can be either a raw SAN LUN or a virtual disk. Also, create a Virtual CD-
ROM assigned to the downloaded Take Control ISO image.

+ Operating System: Must match the operating system profile of your source workload.

2 Ensure that the VM is configured to restart on reboot by exporting the VM’s settings from the
xend database to a text file and making sure that the on_reboot parameter is set to restart. If
not, shut down the VM, update the settings and reimport them into the xend database.

For detailed instructions, see "Configuring a Virtual Machine by Modifying its xend Settings”
(http://www.novell.com/documentation/sles10/xen_admin/index.html?page=/documentation/
sles10/xen_admin/data/sec_xen_virtualization xend vmachine.html) in the SLES 10
documentation.

3 From the Virtual Machine Manager, launch the virtual machine console and monitor the boot
process.

When the virtual machine completes the boot process, it prompts you for parameters that
control the registration of the machine and its profile with Portability Suite. If you are using the
unattended registration process, the required parameters are read from an answer file.

Registering the Virtual Machine with Portability Suite Server (Xen on SLES)

Complete these steps to register your target with Portability Suite Server when you are using an
unmodified Take Control ISO image. For information on how to modify the image for an unattended
registration process, see Knowledge Base Article 20832 (http://support.platespin.com/kb2/
article.aspx?1d=20832)

1 At the command line, provide the required information at each individual prompt:

+ Block transfer: Enter v to transfer data at the block level or enter N to transfer data at the
file level. The block-level transfer selection applies to the Block-based Live Transfer
method (not the VSS Block-based Live Transfer method). See “Supported Transfer
Methods” on page 16.

+ Portability Suite Server: Use the following syntax:
http://server_host/PortabilitySuite
Replace server_host with the actual Portability Suite Server host’s name or IP address.

¢ Credentials (User Name/Password): Enter the name of an admin-level user on the
Portability Suite Server host, including the domain or machine name. For example:
domain\username, or localhost\Administrator. Provide a valid password for the specified
user.

¢ Network Card: Select the network card that is active, then either enter a temporary static
IP address for this card or press the Enter key to use a DHCP server.

¢ Temporary hostname: Provide a temporary VM name for Portability Suite Client to use
to list the newly registered VM. The workload’s target hostname you select in the
conversion job overwrites this name.

+ SSL encryption: If your Portability Suite is installed on a host with SSL encryption
enabled, enter Yes. If not, enter No.
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+ Portability Suite Network: Unless you have defined your own Portability Suite Network
in Portability Suite Client, press they Enter key. If you are working with a non-default
Portability Suite Network, type its name, then press the Enter key.

A controller on your target virtual machine communicates with Portability Suite Server
and registers the virtual machine as a physical target for a conversion job.

Migrating Your Source Workload to the Target Virtual Machine (Xen on SLES)

1 Use Portability Suite Client to start an X2P conversion job with your source workload being the
job’s conversion source and the target being the new VM on the Xen hypervisor. See
“Converting a Workload to a Physical Machine (P2P, V2P)” on page 50.

2 Monitor the conversion job in Portability Suite Client‘s Jobs view.

When the job reaches the Configure Target Machine step, the virtual machine’s console returns
to the boot prompt of the Take Control ISO image.

3 Shut down the virtual machine, reconfigure it to boot from disk rather than from the boot
image, and deselect the V'S Tools Installed option.

4 Power on the virtual machine.

The conversion job resumes, reboots the target, and completes the workload configuration.

Post-Conversion Steps (Xen on SLES)

Install SUSE Drivers for Xen (virtualization enhancement software). For more information, see the
following online document:

Virtualization with Xen (http://www.novell.com/documentation/sles10/xen_admin/
index.html?page=/documentation/sles10/xen_admin/data/bookinfo.html).

3.6.3 Migrating a Workload to Virtual Iron

You can use Virtual Iron as the target virtualization platform in a semi-automated workload
virtualization.

Prerequisites:

+ Your source workload is supported by Portability Suite and Virtual Iron. See “Supported Target
Virtualization Platforms™ on page 15.

Additional information:
* Virtual Iron Administrator s Guide
This section includes the following topics:

+ “Downloading and Saving the Take Control Boot ISO Image (Virtual Iron)” on page 61

¢ “Creating and Configuring the Target Virtual Machine (Virtual Iron)” on page 61

+ “Registering the Virtual Machine with Portability Suite Server (Virtual Iron)” on page 61

¢ “Migrating Your Source Workload to the Target Virtual Machine (Virtual Iron)” on page 62

¢ “Post-Conversion Steps (Virtual Iron)” on page 62
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Downloading and Saving the Take Control Boot ISO Image (Virtual Iron)

1 Download the appropriate Take Control ISO image for your workload. See Table 2-2 on
page 36.

2 (Optional) If you want to perform an unattended registration of your target, update the ISO
image with the required registration parameters. See Knowledge Base Article 20832 (http://
support.platespin.com/kb2/article.aspx?1d=20832).

3 Save the ISO image in the appropriate directory:

*

*

For Linux Virtualization Manager: /opt/VirtualIron/nbd

For Windows Virtualization Manager: . .\Program Files\nbd

This ensures that the Take Control ISO image is available as a boot option for your target
virtual machine.

Creating and Configuring the Target Virtual Machine (Virtual Iron)

1 Use the Virtual Iron Virtualization Manager to create a new Virtual Server with the following
settings:

*

Storage: Assign one or more disks, depending on the requirements of your source
workload. The storage can be either a raw SAN LUN or a virtual disk.

Virtual Memory: Assign at least 384 MB of RAM to the VM. This ensures that the VM
has sufficient resources during the conversion and improves transfer speed. If the virtual

machine requires less memory after the conversion, reduce the assigned memory through
the Virtual Iron Virtualization Manager.

Operating System: Must match the operating system profile of your source workload.

VS Tools Installed: Make sure this options is deselected. You need to install
virtualization enhancement software after completing the conversion.

Boot Options: Select the Network (Image) Boot option, then select the * . iso image file
you downloaded saved.

2 When the configuration is complete, commit the new virtual machine.

3 Launch the selected virtual machine’s console to monitor the boot process.

When the virtual machine completes the boot process, it prompts you for parameters that
control the registration of the machine and its profile with Portability Suite. If you are using the
unattended registration process, the required parameters are read from an answer file.

Registering the Virtual Machine with Portability Suite Server (Virtual Iron)

Complete these steps to register your target with Portability Suite Server when you are using an
unmodified Take Control ISO image. For information on how to modify the image for an unattended
registration process, see Knowledge Base Article 20832 (http://support.platespin.com/kb2/
article.aspx?id=20832).

1 At the command line, provide the required information at each individual prompt.

*

*

Block transfer: Enter v to transfer data at the block level or enter N to transfer data at the
file level. The block-level transfer selection applies to the Block-based Live Transfer
method (not the VSS Block-based Live Transfer method). See “Supported Transfer
Methods” on page 16.

Portability Suite Server: Use the following syntax:
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http://server_host/PortabilitySuite
Replace server_host with the actual Portability Suite Server host’s name or IP address.

¢ Credentials (User Name/Password): Enter the name of an admin-level user on the
Portability Suite Server host, including the domain or machine name. For example:
domain\username, or localhosf\Administrator. Provide a valid password for the specified
user.

+ Network Card: Select the network card that is active, then either enter a temporary static
IP address for this card or press the Enter key to use a DHCP server.

¢ Temporary hostname: Provide a temporary VM name for Portability Suite Client to use
to list the newly registered VM. The workload’s target hostname you select in the
conversion job overwrites this name.

+ Number of processors: Enter the number of processors supported for your source
workload as a guest on Virtual Iron.

+ SSL encryption: If your Portability Suite is installed on a host with SSL encryption
enabled, enter Yes. If not, enter No.

+ Portability Suite Network: Unless you have defined your own Portability Suite Network
in Portability Suite Client, press the Enter key. If you are working with a non-default
Portability Suite Network, type its name, then press the Enter key.

A controller on your target virtual machine communicates with Portability Suite Server
and registers the virtual machine as a physical target for a conversion job.

Migrating Your Source Workload to the Target Virtual Machine (Virtual Iron)

1 Use Portability Suite Client to start an X2P conversion job with your source workload being the
job’s conversion source and the target being the new VM on Virtual Iron. See “Converting a
Workload to a Physical Machine (P2P, V2P)” on page 50.

2 Monitor the conversion job in Portability Suite Client‘s Jobs view.

When the job reaches the step Configure Target Machine step, the virtual machine’s console
returns to the boot prompt of the Take Control ISO image.

3 Shut down the virtual machine, reconfigure it to boot from disk rather than from the boot
image, and deselect the VS Tools Installed option.

4 Power on the virtual machine.

The conversion job resumes, reboots the target, and completes the workload configuration.

Post-Conversion Steps (Virtual Iron)

Install VSTools (virtualization enhancement software). You must install VSTools to the disk from
which the guest operating system boots. For more information, see your Virtual Iron Administrator's
Guide.
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Portability and Protection with a
Flexible Image

This section provides information about using the PlateSpin® Flexible Image volume archiving
feature for workload protection and portability.

¢ Section 4.1, “About Flexible Images,” on page 63

¢ Section 4.2, “Designating a Flexible Image Server,” on page 63

¢ Section 4.3, “Capturing a Workload to a Flexible Image,” on page 65

¢ Section 4.4, “Creating Images by Using Raw or Existing Volume Data,” on page 66

¢ Section 4.5, “Deploying a Flexible Image,” on page 69

+ Section 4.6, “Incremental Imaging,” on page 70

¢ Section 4.7, “Managing Flexible Images,” on page 73

4.1 About Flexible Images

One of Portability Suite’s three fundamental workload infrastructures, a PlateSpin® Flexible Image
is an image of a supported Windows workload consisting of volume data along with configuration
specifics of the source server’s hardware, operating system, and network identity.

You can use Flexible Images for provisioning, data recovery, basic disaster recovery, and as an
intermediary format in peer-to-peer workload protection jobs, such as Server Sync. See
“Synchronizing Workloads with Server Sync” on page 53.

Image configurations are maintained in an XML (config.xml) file with each image having one or
more sets of associated volume data.

Flexible Images and the image server’s config.xml configuration file are stored on the designated
Flexible Image Server host in the following directory:

..\Program Files\PlateSpin Image Server
In addition to volume data directly captured during an X2I conversion, Portability Suite supports:

¢ Third-party volume archives, such as Acronis True Image or Symantec LiveState

+ Raw volume data

Like peer-to-peer conversions, image deployment allows for key workload configuration options,
such as those for managing the workload’s disk layout, volume sizes, network identity, and domain
or workgroup affiliation.

4.2 Designating a Flexible Image Server

To work with Flexible Images, you must first designate a machine as an image server by installing
on it the Flexible Image Server software. You can install a Flexible Image Server instance either on
a dedicated host or on your Portability Suite Server host.
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Dedicated Flexible Image Server hosts must meet the following requirements:

Table 4-1 Flexible Image Server Host Requirements

Requirement Details

Operating System Any of the following:

* Microsoft Windows Server 2008
+ Microsoft Windows Vista

+ Microsoft Windows Server 2003
* Microsoft Windows XP

+ Microsoft Windows 2000

* Microsoft Windows NT 4.0

Disk Space Minimum 100 MB for basic controller software.

Additional space might be necessary, depending on the number and size of
workload images that you intend to store on a given image server.

Software ¢ Microsoft .NET Framework 2.0

To designate a machine as a Flexible Image Server:

Discover the system you plan to designate as a Flexible Image Server.
2 In the Servers view, right-click the discovered server and select Install Image Server.

The Install Image Server dialog box opens.

Install Image Server - Sample Environment @

Credentials for winZk-5rvSync-S:
User Name :
compuS1iadministrator

Password :

Test
(Test Succeed