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About This Guide

This guide describes how to install, upgrade, configure, and manage Novell Cluster Services for
Novell Open Enterprise Server (OES) 11 Support Pack (SP) 3. It is divided into the following sections:

¢ Chapter 1, “Overview of Novell Cluster Services,” on page 17

+ Chapter 2, “What's New or Changed for Novell Cluster Services,” on page 29

+ Chapter 3, “Planning for a Cluster,” on page 41

+ Chapter 4, “Planning for Novell Cluster Services,” on page 47

+ Chapter 5, “Installing, Configuring, and Repairing Novell Cluster Services,” on page 71

+ Chapter 6, “Upgrading OES 11 Clusters,” on page 101

+ Chapter 7, “Upgrading Clusters from OES 2 SP3 to OES 11 SPx,” on page 105

+ Chapter 8, “ Configuring Cluster Policies, Protocols, and Properties,” on page 113

+ Chapter 9, “ Managing Clusters,” on page 151

+ Chapter 10, “Configuring and Managing Cluster Resources,” on page 193

+ Chapter 11, “Quick Reference for Clustering Services and Data,” on page 233

+ Chapter 12, “Configuring and Managing Cluster Resources for Shared NSS Pools and
Volumes,” on page 237

¢ Chapter 13, “Configuring and Managing Cluster Resources for Shared LVM Volume Groups,” on
page 327

¢ Chapter 14, “Upgrading and Managing Cluster Resources for Linux POSIX Volumes with CSM
Containers,” on page 399

+ Chapter 15, “Configuring Novell Cluster Services in a Virtualization Environment,” on page 421
+ Chapter 16, “Troubleshooting Novell Cluster Services,” on page 437

+ Chapter 17, “Security Considerations,” on page 447

+ Appendix A, “Console Commands for Novell Cluster Services,” on page 449

+ Appendix B, “Files for Novell Cluster Services,” on page 479

+ Appendix C, “Electing a Master Node,” on page 483

+ Appendix D, “Clusters Plug-In Changes for Novell iManager 2.7.5,” on page 487

+ Appendix E, “ Documentation Updates,” on page 493

Audience

This guide is intended for cluster administrators, or anyone who is involved in installing, configuring,
and managing Novell Cluster Services.

Understanding of file systems and services that are used in the cluster is assumed.

Feedback

We want to hear your comments and suggestions about this manual and the other documentation
included with this product. Please use the User Comments feature at the bottom of each page of the
online documentation.
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Documentation Updates

The latest version of this Novell Cluster Services for Linux Administration Guide is available on the
OES 11 SP3 documentation website (http://www.novell.com/documentation/oes11/).

Additional Documentation

For information about other OES products, see the OES 11 SP3 documentation website (http://
www.novell.com/documentation/oes11/).

For links to information about clustering OES services and Linux services with Novell Cluster
Services, see Chapter 11, “Quick Reference for Clustering Services and Data,” on page 233.

For information about using Novell Cluster Services in a VMware virtual environment, see the OES 11
SP3: Novell Cluster Services Implementation Guide for VMware.

For information about converting clusters from NetWare to Linux, see the OES 11 SP3: Novell Cluster
Services NetWare to Linux Conversion Guide.

For information about Novell Cluster Services for NetWare 6.5 SP8, see the “Clustering NetWare
Services” list on the NetWare 6.5 SP8 Clustering (High Availability) documentation website (http://
www.novell.com/documentation/nw65/cluster-services.html#clust-config-resources).
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Overview of Novell Cluster Services

Novell Cluster Services for Novell Open Enterprise Server (OES) is a multiple-node server clustering
system that ensures high availability and manageability of critical network resources including data,
applications, and services. It stores information in NetlQ eDirectory about the cluster and its
resources. It supports failover, failback, and cluster migration of individually managed cluster
resources. You can cluster migrate a resource to a different server in order to perform rolling cluster
maintenance or to balance the resource load across member nodes.

¢ Section 1.1, “Why Should | Use Clusters?,” on page 17

+ Section 1.2, “Benefits of Novell Cluster Services,” on page 18
¢ Section 1.3, “Product Features,” on page 18

+ Section 1.4, “Clustering for High Availability,” on page 18

+ Section 1.5, “Shared Disk Scenarios,” on page 20

+ Section 1.6, “Terminology,” on page 23

Why Should | Use Clusters?

A server cluster is a group of redundantly configured servers that work together to provide highly
available access for clients to important applications, services, and data while reducing unscheduled
outages. The applications, services, and data are configured as cluster resources that can be failed
over or cluster migrated between servers in the cluster. For example, when a failure occurs on one
node of the cluster, the clustering software gracefully relocates its resources and current sessions to
another server in the cluster. Clients connect to the cluster instead of an individual server, so users
are not aware of which server is actively providing the service or data. In most cases, users are able
to continue their sessions without interruption.

Each server in the cluster runs the same operating system and applications that are needed to
provide the application, service, or data resources to clients. Storage is shared among servers. In
case of failures, data can remain available through a different path. Clustering software monitors the
health of each of the member servers by listening for its heartbeat, a simple message that lets the
others know it is alive.

The cluster’s virtual server provides a single point for accessing, configuring, and managing the
cluster servers and resources. The virtual identity is bound to the cluster’s master node and remains
with the master node regardless of which member server acts the master node. The master server
also keeps information about each of the member servers and the resources they are running. If the
master server fails, the control duties are passed to another server in the cluster.
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1.2 Benefits of Novell Cluster Services

Novell Cluster Services provides high availability for data and services running on OES servers. You
can configure up to 32 OES servers in a high-availability cluster, where resources can be dynamically
relocated to any server in the cluster. Each cluster resource can be configured to automatically fail
over to a preferred server if there is a failure on the server where it is currently running. In addition,
costs are lowered through the consolidation of applications and operations onto a cluster.

Novell Cluster Services allows you to manage a cluster from a single point of control and to adjust
resources to meet changing workload requirements (thus, manually “load balance” the cluster).
Resources can also be cluster migrated manually to allow you to troubleshoot hardware. For
example, you can move applications, websites, and so on to other servers in your cluster without
waiting for a server to fail. This helps you to reduce unplanned service outages and planned outages
for software and hardware maintenance and upgrades.

Novell Cluster Services clusters provide the following benefits over stand-alone servers:

+ Increased availability of applications, services, and data
+ Improved performance

+ Lower cost of operation

+ Scalability

+ Disaster recovery

+ Data protection

+ Server consolidation

+ Storage consolidation

1.3 Product Features

Novell Cluster Services includes several important features to help you ensure and manage the
availability of your network resources:

+ Support for shared SCSI, iSCSI, or Fibre Channel storage subsystems. Shared disk fault
tolerance can be obtained by implementing RAID on the shared disk subsystem.

+ Multi-node all-active cluster (up to 32 nodes). Any server in the cluster can restart resources
(applications, services, IP addresses, and file systems) from a failed server in the cluster.

+ A single point of administration through the browser-based Novell iManager, which allows you to
remotely manage the cluster. You can use the Clusters plug-in to manage and monitor clusters
and cluster resources, and to configure the settings and scripts for cluster resources.

+ The ability to tailor a cluster to the specific applications and hardware infrastructure that fit your
organization.

+ Dynamic assignment and reassignment of server storage as needed.

+ The ability to use email to automatically notify administrators of cluster events and cluster state
changes.

1.4 Clustering for High Availability

A Novell Cluster Services for Linux cluster consists of the following components:

+ 2to 32 OES 11 SP3 servers, each containing at least one local disk device.
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+ Novell Cluster Services software running on each Linux server in the cluster.

+ A shared disk subsystem connected to all servers in the cluster (optional, but recommended for

most configurations).

+ Equipment to connect servers to the shared disk subsystem, such as one of the following:

+ High-speed Fibre Channel cards, cables, and switches for a Fibre Channel SAN

+ Ethernet cards, cables, and switches for an iSCSI SAN

+ SCSI cards and cables for external SCSI storage arrays

The benefits that Novell Cluster Services provides can be better understood through the following

scenario.

Suppose you have configured a three-server cluster, with a web server installed on each of the three

servers in the cluster. Each of the servers in the cluster hosts two websites. All the data, graphics,
and web page content for each website is stored on a shared disk system connected to each of the

servers in the cluster. Figure 1-1 depicts how this setup might look.

Figure 1-1 Three-Server Cluster
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During normal cluster operation, each server is in constant communication with the other servers in
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the cluster and performs periodic polling of all registered resources to detect failure.

Suppose Web Server 1 experiences hardware or software problems and the users who depend on
Web Server 1 for Internet access, email, and information lose their connections. Figure 1-2 shows

how resources are moved when Web Server 1 fails.
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1.5

Figure 1-2 Three-Server Cluster after One Server Fails
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Web Site A moves to Web Server 2 and Web Site B moves to Web Server 3. IP addresses and
certificates also move to Web Server 2 and Web Server 3.

When you configured the cluster, you decided where the websites hosted on each web server would
go if a failure occurred. You configured Web Site A to move to Web Server 2 and Web Site B to move
to Web Server 3. This way, the workload once handled by Web Server 1 is evenly distributed.

When Web Server 1 failed, Novell Cluster Services software did the following:

+ Detected a failure.

+ Remounted the shared data directories (that were formerly mounted on Web Server 1) on Web
Server 2 and Web Server 3 as specified.

+ Restarted applications (that were running on Web Server 1) on Web Server 2 and Web Server 3
as specified.

+ Transferred IP addresses to Web Server 2 and Web Server 3 as specified.

In this example, the failover process happened quickly and users regained access to website
information within seconds, and in most cases, without logging in again.

Now suppose the problems with Web Server 1 are resolved, and Web Server 1 is returned to a
normal operating state. Web Site A and Web Site B automatically fail back (that is, they are moved
back to Web Server 1) if failback is configured for those resources, and Web Server operation returns
to the way it was before Web Server 1 failed.

Novell Cluster Services also provides resource migration capabilities. You can move applications,
websites, and so on to other servers in your cluster without waiting for a server to fail.

For example, you could manually move Web Site A or Web Site B from Web Server 1 to either of the
other servers in the cluster. You might want to do this to upgrade or perform scheduled maintenance
on Web Server 1, or to increase performance or accessibility of the websites.

Shared Disk Scenarios

Typical cluster configurations normally include a shared disk subsystem connected to all servers in
the cluster. The shared disk subsystem can be connected via high-speed Fibre Channel cards,
cables, and switches, or it can be configured to use shared SCSI or iISCSI. If a server fails, another

OES 11 SP3: Novell Cluster Services for Linux Administration Guide



designated server in the cluster automatically mounts the shared disk directories previously mounted
on the failed server. This gives network users continuous access to the directories on the shared disk
subsystem.

¢ Section 1.5.1, “Using Fibre Channel Storage Systems,” on page 21
¢ Section 1.5.2, “Using iSCSI Storage Systems,” on page 22
+ Section 1.5.3, “Using Shared SCSI Storage Systems,” on page 23

1.5.1 Using Fibre Channel Storage Systems

Fibre Channel provides the best performance for your storage area network (SAN). Figure 1-3 shows
how a typical Fibre Channel cluster configuration might look.

Figure 1-3 Typical Fibre Channel Cluster Configuration
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1.5.2 Using iSCSI Storage Systems

iSCSI is an alternative to Fibre Channel that can be used to create a lower-cost SAN with Ethernet
equipment. Figure 1-4 shows how a typical iISCSI cluster configuration might look.

Figure 1-4 Typical iISCSI Cluster Configuration
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1.5.3 Using Shared SCSI Storage Systems

You can configure your cluster to use shared SCSI storage systems. This configuration is also a
lower-cost alternative to using Fibre Channel storage systems. Figure 1-5 shows how a typical
shared SCSI cluster configuration might look.

Figure 1-5 Typical Shared SCSI Cluster Configuration
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1.6 Terminology

Before you start working with a Novell Cluster Services cluster, you should be familiar with the terms
described in this section:

¢ Section 1.6.1, “The Cluster,” on page 23

¢ Section 1.6.2, “Cluster Resources,” on page 24

¢ Section 1.6.3, “Failover Planning,” on page 26

1.6.1 The Cluster

A cluster is a group 2 to 32 servers configured with Novell Cluster Services so that data storage
locations and applications can transfer from one server to another to provide high availability to users.

¢ “Cluster IP Address” on page 24

+ “Server IP Address” on page 24

+ “Master Node” on page 24

+ “Slave Node” on page 24

¢ “Split-Brain Detector (SBD)” on page 24

+ “Shared Storage” on page 24
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Cluster IP Address

The unique static IP address for the cluster.

Server IP Address

Each server in the cluster has its own unique static IP address.

Master Node

The first server that comes up in an cluster is assigned the cluster IP address and becomes the
master node. The master node monitors the health of the cluster nodes. It also synchronizes updates
about the cluster to eDirectory. If the master node fails, Cluster Services migrates the cluster IP
address to another server in the cluster, and that server becomes the master node. For information
about how a new master is determined, see Appendix C, “Electing a Master Node,” on page 483.

Slave Node

Any member node in the cluster that is not currently acting as the master node.

Split-Brain Detector (SBD)

A small shared storage device where data is stored to help detect and prevent a split-brain situation
from occurring in the cluster. If you use shared storage in the cluster, you must create an SBD for the
cluster.

A split brain is a situation where the links between the nodes fail, but the nodes are still running.
Without an SBD, each node thinks that the other nodes are dead, and that it should take over the
resources in the cluster. Each node independently attempts to load the applications and access the
data, because it does not know the other nodes are doing the same thing. Data corruption can occur.
An SBD’s job is to detect the split-brain situation, and allow only one node to take over the cluster
operations.

Shared Storage

Disks or LUNSs attached to nodes in the cluster via SCSI, Fibre Channel, or iSCSI fabric. Only devices
that are marked as shareable for clustering can be cluster-enabled.

1.6.2 Cluster Resources

A cluster resource is a single, logical unit of related storage, application, or service elements that can
be failed over together between nodes in the cluster. The resource can be brought online or taken
offline on one node at a time.

+ “Resource IP Address” on page 25

+ “NCS Virtual Server” on page 25

+ “Resource Templates” on page 25

+ “Service Cluster Resource” on page 25

+ “Pool Cluster Resource” on page 25

+ “Linux POSIX Volume Cluster Resource” on page 26
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+ “NCP Volume Cluster Resource” on page 26
+ “DST Volume Cluster Resource” on page 26
+ “Cluster Resource Scripts” on page 26

Resource IP Address

Each cluster resource in the cluster has its own unique static IP address.

NCS Virtual Server

An abstraction of a cluster resource that provides location independent access for users to the
service or data. The user is not aware of which node is actually hosting the resource. Each cluster
resource has a virtual server identity based on its resource IP address. A name for the virtual server
can be bound to the resource IP address.

Resource Templates

A resource template contains the default load, unload, and monitor scripts and default settings for
service or file system cluster resources. Resource templates are available for the following OES
services and file systems:

+ Novell Archive and Version Services (removed in OES 11 SP3)

+ Novell DHCP

+ Novell DNS

+ Generic file system (for LVM-based Linux POSIX volumes)

+ NSS file system (for NSS pool resources)

+ Generic IP service

+ Novell iFolder 3.x

+ Novell iPrint

+ MySQL

+ Novell Samba

Personalized templates can also be created. See Section 10.3, “Using Cluster Resource Templates,”
on page 200.

Service Cluster Resource

An application or OES service that has been cluster-enabled. The application or service is installed
on all nodes in the cluster where the resource can be failed over. The cluster resource includes
scripts for loading, unloading, and monitoring. The resource can also contain the configuration
information for the application or service.

Pool Cluster Resource

A cluster-enabled Novell Storage Services pool. Typically, the shared pool contains only one NSS
volume. The file system must be installed on all nodes in the cluster where the resource can be failed
over. The NSS volume is bound to an NCS Virtual Server object (NCS:NCP Server) and to the
resource |IP address. This provides location independent access to data on the volume for NCP,
Novell AFP, and Novell CIFS clients.
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1.6.3

Linux POSIX Volume Cluster Resource

A cluster-enabled Linux POSIX volume. The volume is bound to the resource IP address. This
provides location-independent access to data on the volume via native Linux protocols such as
Samba or FTP. You can optionally create an NCS Virtual Server object (NCS:NCP Server) for the
resource as described in Section 13.5, “Creating a Virtual Server Object for an LVM Volume Group
Cluster Resource,” on page 367.

NCP Volume Cluster Resource

An NCP volume (or share) that has been created on top of a cluster-enabled Linux POSIX volume.
The NCP volume is re-created by a command in the resource load script whenever the resource is
brought online. The NCP volume is bound to an NCS Virtual Server object (NCS:NCP Server) and to
the resource IP address. This provides location-independent access to the data on the volume for
NCP clients in addition to the native Linux protocols such as Samba or FTP. You must create an NCS
Virtual Server object (NCS:NCP Server) for the resource as described in Section 13.5, “Creating a
Virtual Server Object for an LVM Volume Group Cluster Resource,” on page 367.

DST Volume Cluster Resource

A cluster-enabled Novell Dynamic Storage Technology volume made up of two shared NSS volumes.
Both shared volumes are managed in the same cluster resource. The primary volume is bound to an
NCS Virtual Server object (NCS:NCP Server) and to the resource IP address. This provides location
independent access to data on the DST volume for NCP and Novell CIFS clients. (Novell AFP does
not support DST volumes.)

If Novell Samba is used instead of Novell CIFS, the cluster resource also manages FUSE and
ShadowFS. You point the Samba configuration file to /media/shadowfs/dst primary volume name
to provide users a merged view of the data.

Cluster Resource Scripts

Each cluster resource has a set of scripts that are run to load, unload, and monitor a cluster resource.
The scripts can be personalized by using the Clusters plug-in for iManager.

Failover Planning

+ “Heartbeat” on page 27

+ “Quorum” on page 27

+ “Preferred Nodes” on page 27
+ “Resource Priority” on page 27
+ “Resource Mutual Exclusion Groups” on page 27
+ “Failover” on page 27

+ “Fan-Out Failover” on page 27
+ “Failback” on page 27

+ “Cluster Migrate” on page 27

+ “Leave a Cluster” on page 27
+ “Join a Cluster” on page 28
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Heartbeat

A signal sent between a slave node and the master node to indicate that the slave node is alive. This
helps to detect a node failure.

Quorum

The administrator-specified number of nodes that must be up and running in the cluster before cluster
resources can begin loading.

Preferred Nodes

One or more administrator-specified nodes in the cluster that can be used for a resource. The order
of nodes in the Preferred Nodes list indicates the failover preference. Any applications that are
required for a cluster resource must be installed and configured on the assigned nodes.

Resource Priority

The administrator-specified priority order that resources should be loaded on a node.

Resource Mutual Exclusion Groups

Administrator-specified groups of resources that should not be allowed to run on the same node at
the same time. This Clusters plug-in feature is available only for clusters running OES 2 SP3 and
later.

Failover
The process of automatically moving cluster resources from a failed node to an assigned functional

node so that availability to users is minimally interrupted. Each resource can be failed over to the
same or different nodes.

Fan-Out Failover

A configuration of the preferred nodes that are assigned for cluster resources so that each resource
that is running on a node can fail over to different secondary nodes.

Failback

The process of returning cluster resources to their preferred primary node after the situation that
caused the failover has been resolved.

Cluster Migrate

Manually triggering a move for a cluster resource from one node to another node for the purpose of
performing maintenance on the old node, to temporarily lighten the load on the old node, and so on.

Leave a Cluster

A node leaves the cluster temporarily for maintenance. The resources on the node are cluster
migrated to other nodes in their preferred nodes list.
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Join a Cluster

A node that has previously left the cluster rejoins the cluster.
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2.1

2.2

What’s New or Changed for Novell
Cluster Services

This section describes enhancements and changes in Novell Cluster Services since the initial release
of version 2.0 in Novell Open Enterprise Server (OES) 11.

+ Section 2.1, “What's New (OES 11 SP3),” on page 29
+ Section 2.2, “What's New (OES 11 SP2),” on page 29
¢ Section 2.3, “What's New (OES 11 SP1),” on page 34
¢ Section 2.4, “What's New (OES 11),” on page 37

What's New (OES 11 SP3)

Besides bug fixes, there are no other changes for this component.

What's New (OES 11 SP2)

Novell Cluster Services 2.2 supports OES 11 SP2 services and file systems running on 64-bit SUSE
Linux Enterprise Server (SLES) 11 Service Pack (SP) 3. In addition to bug fixes, Novell Cluster
Services provides the following enhancements and behavior changes in the OES 11 SP2 release.

Changing the Nodes or Failover Order in the Preferred Nodes List

When you change the nodes or failover order in a resource’s Preferred Nodes list, the change takes
effect immediately when you click OK or Apply if the resource is running. Otherwise, it takes effect the
next time the resource is brought online. Previously, the change did not occur until the cluster
resource was taken offline and brought online. See “Configuring Preferred Nodes and Failover Order
for a Resource” (http://www.novell.com/documentation/oes11/clus_admin_Ix/data/hm13gb8q.html) in
the OES 11 SP2: Novell Cluster Services for Linux Administration Guide (http://www.novell.com/
documentation/oes11/clus_admin_Ix/data/bookinfo.html).

With this new capability, changes for any resource attributes (such as the resource mode settings,
preferred nodes list, and RME groups) other than the scripts take effect immediately.

Availability for prior releases: April 2013 Scheduled Maintenance for OES 11 SP1

Applying Updated Scripts for a Resource

When you modify the load, unload, and monitor scripts for a resource and click Apply or OK, the
updated resource scripts can take effect in any of the following ways:

+ When an administrator takes the resource offline and then brings it online.
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+ When the resource fails over to another node, if both the source and destination nodes have
received the updated scripts from eDirectory.

+ When an administrator uses the cluster migrate command to load the resource on another
node, if both the source and destination nodes have received the updated scripts from
eDirectory.

Previously, script changes did not take effect until the resource was taken offline and then brought
online.

For more information, see “Applying Updated Resource Scripts by Offline/Online, Failover, or
Migration” (http://www.novell.com/documentation/oes11/clus_admin_Ix/data/
apply_updated_scripts.html) in the OES 11 SP2: Novell Cluster Services for Linux Administration
Guide (http://www.novell.com/documentation/oes11/clus_admin_Ix/data/bookinfo.html).

Availability for prior releases: April 2013 Scheduled Maintenance for OES 11 SP1

Modifying Resource Scripts Outside of iManager

You can use the /opt/novell/ncs/bin/ncs_resource scripts.pl script to modify resource
scripts without using iManager. You can add, remove, or modify the commands in the script, or
retrieve its scripts to search for information from the script. You can issue the command from the
command line or in a script. This capability is very useful when you need to make the same script
change to multiple resources in a cluster. See “ncs_resource_scripts.pl (Modifying Resource Scripts
Outside of iManager” (http://www.novell.com/documentation/oes11/clus_admin_Ix/data/
ncs_resource_scripts.html) in the OES 11 SP2: Novell Cluster Services for Linux Administration
Guide (http://www.novell.com/documentation/oes11/clus_admin_Ix/data/bookinfo.html).

Monitoring the Status of the eDirectory Daemon (ndsd)

Some clustered services rely on the eDirectory daemon (ndsd) to be running and available in order to
function properly. In this release, NCS provides the ability to monitor the status of the eDirectory
daemon (ndsd) at the NCS level. It is disabled by default. The monitor can be set independently on
each node. On a node, if the eDirectory daemon does not respond to a status request within a
specified timeout period, NCS can take one of three configurable remedy actions: an ndsd restart, a
graceful node restart, or a hard node restart. See “Configuring NCS to Monitor the eDirectory
Daemon” (http://www.novell.com/documentation/oes11/clus_admin_Ix/data/ncs_monitor_ndsd.html)
in the OES 11 SP2: Novell Cluster Services for Linux Administration Guide (http://www.novell.com/
documentation/oes11/clus_admin_Ix/data/bookinfo.html).

Reporting Logged Events for a Specific Time Range

You can get a report of logged events that occurred during a specified time range. The time range
filter displays events that occurred during the interval of time before a specified date/time and after a
specified date/time. The search includes the specified before and after values. For example, you
might want to see events that occurred for a cluster resource before the date/time that a failover
event was triggered and after the date/time of its previously known good state. See “Viewing Events
in the Cluster Event Log” (http://www.novell.com/documentation/oes11/clus_admin_Ix/data/
event_log.html) in the OES 11 SP2: Novell Cluster Services for Linux Administration Guide (http://
www.novell.com/documentation/oes11/clus_admin_Ix/data/bookinfo.html).

DotOutParser Utility

The DotOutParser utility (/opt/novell/ncs/bin/dotoutparser.pl) prints summaries of failed or
incomplete events that have been recorded in a specified /var/opt/novell/log/ncs/

<resource names>.<scripts.out log file. It also prints output (if any) from any commands that failed
or got stuck. You can include ignored errors if desired. Line numbers allow you to easily refer the
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summary output to the source lines in the * . out file. You can omit the line numbers if desired. See
“DotOutParser Utility” (http://www.novell.com/documentation/oes11/clus_admin_Ix/data/
dotoutparser.html) in the OES 11 SP2: Novell Cluster Services for Linux Administration Guide (http://
www.novell.com/documentation/oes11/clus_admin_Ix/data/bookinfo.html).

Ability to Manage a Cluster in Case of a Faulty Master IP Address

The Clusters > My Clusters page in iManager provides the ability to manage the cluster with the IP
address of a specified node (preferably the master node) if the master IP address for the Cluster
object is experiencing problems. For example, a CIMOM error in iManager can prevent you from
connecting to the master IP address, or an IP address conflict can prevent the Master IP Address
Resource from coming online. See “Viewing or Modifying the Cluster Master IP Address or Port”
(http://lwww.novell.com/documentation/oes11/clus_admin_Ix/data/clus_ip_port.html) in the OES 11
SP2: Novell Cluster Services for Linux Administration Guide (http://www.novell.com/documentation/
oesll/clus_admin_Ix/data/bookinfo.html).

Support for VLAN on NIC Bonding

Novell Cluster Services added support for VLAN on NIC bonding. No modifications to scripts are
required. You can use ethx or vlanx interfaces in any combination for nodes in a cluster.

Availability for prior releases: September 2013 Scheduled Maintenance for OES 11 SP1

Updates for the DHCP_Template

In the DHCP_Template for DHCP cluster resources, the PID file location was changed to /var/1ib/
dhcp/var/run/dhcpd.pid. This is the location used by DHCP since OES 11 SP1. The change
applies automatically to any newly created DHCP cluster resources.

The following line in the load script for the DHCP_Template was modified to use the
$MOUNT_POINT variable that is defined at the beginning of the script:

exit on error /opt/novell/dhcp/bin/cluster dhcpd.sh -m $MOUNT POINT

For information about configuring DHCP cluster resources, see “Configuring DHCP with Novell
Cluster Services for the Linux File System” in the OES 11 SP3: Novell DNS/DHCP Services for Linux
Administration Guide.

Availability for prior releases: The PID path change is available in the May 2013 Scheduled
Maintenance for OES 11 SP1.

SLP Refresh Interval for