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About This Guide

This guide provides information about using PlateSpin Migrate version 9.3.

¢ Chapter 1, “PlateSpin Migrate Feature Overview,” on page 11

¢ Chapter 2, “Post-Installation Configuration,” on page 21

¢ Chapter 3, “Getting Started with PlateSpin Migrate,” on page 41

¢ Chapter 4, “Workload Portability with Peer-to-Peer Workload Migrations,” on page 73
¢ Chapter 5, “Windows Workload Portability with a PlateSpin Image,” on page 89

¢ Chapter 6, “Essentials of Workload Migration Jobs,” on page 99

¢ Appendix B, “Troubleshooting PlateSpin Migrate,” on page 143

¢ Appendix A, “Frequently Asked Questions,” on page 141

¢ “Glossary” on page 155

Audience

This guide is intended for IT staff, such as data center administrators and operators, who use
PlateSpin Migrate in their ongoing workload migration projects.

Feedback

We want to hear your comments and suggestions about this manual and the other documentation
included with this product. Please use the User Comments feature at the bottom of each page of the
online documentation.

Additional Documentation

This guide is part of the PlateSpin Migrate documentation set. For a complete list of publications
supporting this release, visit the PlateSpin Migrate 9 Online Documentation Web Site (http://
www.netiq.com/documentation/platespin_migrate_9).

Documentation Updates

The most recent version of this guide can be found at the PlateSpin Migrate 9 Online Documentation
Web Site (http://www.netiq.com/documentation/platespin_migrate_9).

Additional Resources

We encourage you to use the following additional resources on the Web:

¢ NetlQ User Community (https://www.netiq.com/communities/): A Web-based community with
a variety of discussion topics.

¢ NetIQ Support Knowledgebase (https://www.netiq.com/support/kb/): A collection of in-depth
technical articles.

About This Guide 9
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¢ NetlQ Support Forums (https://forums.netiq.com/forum.php): A Web location where product
users can discuss NetlQ product functionality and advice with other product users.

¢ MyNetlQ (https://www.netiq.com/f/mynetiq/): A Web site offering PlateSpin product
information and services, such as access to premium white papers, webcast registrations, and
product trial downloads.

Technical Support

You can learn more about the policies and procedures of NetlQ Technical Support by accessing its
Technical Support Guide (https://www.netiq.com/Support/
process.asp#_Maintenance_Programs_and).

Use these resources for support specific to PlateSpin Forge:
¢ Telephone in Canada and the United States: 1-800-858-4000
¢ Telephone outside the United States: 1-801-861-4000

¢ E-mail: support@netiq.com

¢ Product specific information: PlateSpin Migrate Support (https://www.netiq.com/support/kb/
product.php?id=SG_XPLATESPINMIGRATE_1_2)
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PlateSpin Migrate Feature Overview

PlateSpin Migrate enables you to migrate heterogeneous workloads (operating systems along with
their applications and data) across x86 server and desktop infrastructure in the data center,
decoupling a workload’s hardware from software.

¢ Section 1.1, “About Workload Portability,” on page 11

¢ Section 1.2, “Supported Configurations,” on page 13

¢ Section 1.3, “Supported Transfer Methods,” on page 16

*

Section 1.4, “Security and Privacy,” on page 17

*

Section 1.5, “Performance,” on page 17

About Workload Portability

PlateSpin Migrate automates the migration of workloads among three infrastructures: physical,
virtual machine, and volume imaging.

Figure 1-1 Workload Portability

Wirtwal Machines

Physical

Image
Tarvors

Archives

Table 1-1 Workload Portability Operations

Category of Operation Migration Infrastructures

Workload Portability: Peer-to-peer + Physical to Virtual (P2V)
+ Virtual to Virtual (V2V)
+ Virtual to Physical (V2P)
* Physical to Physical (P2P)

PlateSpin Migrate Feature Overview

11



12

Category of Operation Migration Infrastructures

Workload Portability: Imaging + Physical to Image (P2l)

+ Virtual to Image (V2I)
+ Image to Virtual (12V)
+ Image to Physical (12P)

PlateSpin Migrate supports multiple workload types and virtualization platforms. Imaging is
supported for workloads with Microsoft Windows operating systems. For a more detailed list of
supported workloads and infrastructures, see “Supported Configurations” on page 13.

1.1.1 Business Applications for PlateSpin Migrate

PlateSpin Migrate is designed to be used for the following scenarios:

*

1.1.2 Wo

Consolidation. Automating large-scale migrations of physical machines to virtual machines,
accelerating consolidation projects, and reducing administrative effort and errors.

Migration. Moving fully configured workloads from old hardware to new hardware without
rebuilding the entire software stack.

Test Lab Deployment. Consolidating test lab workloads by running multiple virtual machines
on a single VM host, quickly deploying virtual test lab environments with ease, and replicating
an entire production environment in matter of hours or days.

Maintenance and Support Agreement Integrity. De-virtualizing workloads along with the
applications installed on them and moving them back to physical machines over the network so
that the support agreements can remain valid.

Machine Provisioning. Easily capturing an entire library of hardware-independent PlateSpin
Images and deploying them to new infrastructures over the network without manually
configuring the hardware, drivers, and so on.

Continuous Workload Optimization. Moving workloads to and from any geographical
location, onto any platform, in any direction. Workloads can be virtualized or de-virtualized
during ongoing and continuous optimization of resources.

rkload Migration Tasks

PlateSpin Migrate enables you to define, save, schedule, execute, and monitor the following
migration tasks.

Table 1-2  PlateSpin Migrate Workload Migration Tasks

Task Description

Copy Workload Results in a virtual or physical duplicate of a selected physical or virtual workload,
except that the new workload is assigned a new network identity. Use this
migration task when you intend to keep the source workload operational.

Move Workload Results in an exact virtual or physical duplicate of a selected physical or virtual
workload. Use this migration task when you intend to retire or repurpose the
original infrastructure.

Server Sync Synchronizes a virtual or physical workload with another virtual or physical

workload without transferring the entire source volume data over the network.

PlateSpin Migrate 9.3 User Guide



Task Description

Capture Image Creates an image of a physical or virtual workload as a single entity, in PlateSpin
Image format.

Import Image Imports third-party volume archives or raw volume data into a PlateSpin Image.

Deploy Image Converts a PlateSpin Image into a booted or bootable workload on a physical or
virtual machine.

1.2 Supported Configurations

¢ Section 1.2.1, “Supported Source Workloads,” on page 13
¢ Section 1.2.2, “Supported Target Virtualization Platforms,” on page 15

1.2.1 Supported Source Workloads

PlateSpin Migrate supports the following operating system families:

+ Microsoft Windows

¢ Linux
The following topics provide more details:

¢ “Supported Microsoft Windows Workloads” on page 13
¢ “Supported Linux Workloads” on page 14

NOTE: Not all workloads are supported on all target VM platforms. For details, see KB Article
7012976 (https://www.netiq.com/support/kb/doc.php?id=7012976).

Supported Microsoft Windows Workloads

For the Windows platform, PlateSpin Migrate supports the following portability features:

+ Workload portability: Peer-to-peer migrations (P2V, V2V, V2P, P2P).
¢ Peer-to-peer workload synchronization with Server Sync (P2V, V2V, P2P, V2P).

¢ Workload imaging with PlateSpin Images (X2I, 12X), with full or partial support for several
third-party backup and archiving applications.

NOTE: Imaging is not supported for the 9.3 release only.

PlateSpin Migrate Feature Overview 13
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Table 1-3  Supported Microsoft Windows Workloads

Operating System Remarks

Windows Server 2012

Windows 8

Windows 7

Windows Server 2003 SP1 and later

Windows Server 2008 R2 Including domain controller (DC) systems and Small
Business Server (SBS) editions

Windows Server 2008

Windows Vista, Business/Enterprise/Ultimate,
SP1 and later

NOTE: Only NTFS files systems are supported.

PlateSpin Migrate supports the following localized versions of source Windows workloads:

*

English

French

*

+ German

¢ Japanese

*

Chinese

Supported Linux Workloads

For the Linux platform, PlateSpin Migrate provides Live and Offline peer-to-peer workload
portability support (P2P, P2V, V2P, V2V), including workload synchronization with Server Sync.

Supported Linux file systems are EXT2, EXT3, EXT4, REISERFS, and NSS (OES 2 workloads).
Workload imaging is not supported for Linux.

Some of the supported Linux versions require that you compile the PlateSpin blkwatch module for
your specific kernel. Those workloads are called out explicitly.

Table 1-4 Supported Linux Workloads

Distribution Remarks

Red Hat Enterprise Linux (RHEL)
AS/ES/WS 4,5, 6,6.1, 6.2

RHEL 5.6-5.8, 6.3 You must compile the PlateSpin blkwatch module before discovering
these workloads.

See KB Atrticle 7005873 (https://www.netig.com/support/kb/
doc.php?id=7005873).
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1.2.2

Distribution Remarks

SUSE Linux Enterprise Server
(SLES) 9, 10, 11 (SP1)

Novell Open Enterprise Server
(OES) 11

OES 2 (SP2 and SP3)

Oracle Enterprise Linux (OEL) ¢ Same level of support as that for workloads running RHEL.
* Workloads using the Unbreakable Enterprise Kernel are not
supported.
Red Hat Linux 8 32-bit systems only

NOTE

¢ Linux-based source workloads must be running a Secure Shell (SSH) server.
¢ Live transfer is supported for these Linux workloads:

¢+ RHELA4,5, 6.x

* SLES9, 10,11

¢ Migration of encrypted volumes is not supported.

Supported Target Virtualization Platforms

The following is a list of supported virtualization platforms. For more details on supported
configurations, as well as the most up-to-date list, see KB Article 7005871 (https://www.netiq.com/
support/kb/doc.php?id=7005871).

Table 1-5 Supported Target Virtualization Platforms

Platform Notes

VMware vCenter 4.1, including Updates 1, 2, 3

VMware vCenter 5.0, including Update 1

VMware vCenter 5.1

VMware ESX 4.1, 4.1 Update 1, 4.1 Update 2,

4.1 Update 3

VMware ESXi 4.1, 4.1 Update 1, 4.1 Update 2, All ESXi versions must have a paid license; migration is

4.1 Update 3, 5.0, 5.0 Update 1, 5.1 unsupported with these systems if they are operating with a
free license.

Citrix XenServer 6 Supported through Semi-Automated Workload Virtualization

Using the X2P Workflow.

Xen Hypervisor on SLES 10 SP2 Fully virtualized VM targets: supported through Semi-
Automated Workload Virtualization Using the X2P Workflow.

Paravirtualized VM targets: see Linux Migration to a
Paravirtualized VM on Xen-on-SLES.

PlateSpin Migrate Feature Overview 15
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1.3

131

1.3.2

Platform Notes

Microsoft Windows Server 2012 Hyper-V R3 Supported through Semi-Automated Workload Virtualization
Using the X2P Workflow.

Supported Transfer Methods

Depending on the selected workload and the migration type, PlateSpin Migrate enables you to select
different methods for transferring workload data from the source to the target.

For information on how to select a transfer method, see “Specifying Replication Options” on
page 101.

¢ Section 1.3.1, “Block-Level Transfer (Live),” on page 16

¢ Section 1.3.2, “Offline Transfer with Temporary Boot Environment,” on page 16

Block-Level Transfer (Live)

The Block-Based Live Transfer method, available for both Windows and Linux workloads, enables
PlateSpin Migrate to transfer data at the block level, providing an exact copy of the source workload.

For Windows workloads, PlateSpin Migrate leverages the Microsoft Volume Snapshot Service (VSS)
(Windows 2003 SP1 and later) with applications and services that support VSS.

For Linux workloads, PlateSpin Migrate leverages the LVM snapshot feature, if it is available on the
host. If the feature is unavailable, PlateSpin Migrate uses its own block-level data transfer
mechanism. For live block-level migration of Linux workloads with customized kernels, you might
have to rebuild the PlateSpin blkwatch module included in your PlateSpin Migrate distribution. See
KB Article 7005873 (https://www.netiq.com/support/kb/doc.php?id=7005873).

The Block-Based Live Transfer method is the preferred data transfer method for both Windows and
Linux workloads.

Offline Transfer with Temporary Boot Environment

This method enables PlateSpin Migrate to boot your source machine into a temporary pre-execution
environment and transfer the data while the source is offline.

The pre-execution environment underlying the Offline transfer method makes use of a Linux
Ramdisk, which contains a minimal set of system files, drivers, and executables, sufficient for an
initial, temporary boot. To ensure that the source operating system properly loads and operates in the
temporary pre-execution environment, PlateSpin Migrate temporarily modifies its boot files and
restores them to their original state after the pre-execution environment has successfully loaded.

The Ramdisk is also used to temporarily boot target physical machines in X2P migrations, as well as
to boot taget VMs in semi-automated migrations.

See also, Section 3.3.6, “Discovering Target Physical Machines,” on page 51, and “Semi-Automated
Workload Virtualization Using the X2P Workflow” on page 80.

IMPORTANT: PlateSpin Migrate 9.3 does not support offline transfer for Windows workloads; only
Linux workloads are supported for source offline migration.
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1.5

Security and Privacy

PlateSpin Migrate provides several features to help you safeguard your data and increase security.

¢ Section 1.4.1, “Security of Workload Data in Transmission,” on page 17
¢ Section 1.4.2, “Security of Client-Server Communications,” on page 17
¢ Section 1.4.3, “Security of Credentials,” on page 17

¢ Section 1.4.4, “User Authorization and Authentication,” on page 17

Security of Workload Data in Transmission

To make the transfer of your workload data more secure, you can configure your migration jobs to
encrypt the data in transit to the target. When encryption is enabled, over-the-network data transfer
from the source to the target is encrypted by using AES (Advanced Encryption Standard).

You can configure your PlateSpin Server to use a data encryption algorithm that is compliant with
FIPS (Federal Information Processing Standards, Publication 140-2). If compliance with FIPS is
required, it must be set up on your system prior to the PlateSpin Server installation. See “Enabling
Support for FIPS-Compliant Data Encryption Algorithms (Optional)” in your Installation Guide.

For information on how to enable file encryption for a migration job, see “Specifying Replication
Options” on page 101.

Security of Client-Server Communications

Data transmission between the PlateSpin Server and the PlateSpin Migrate Client can be configured
to use either HTTP (default) or HTTPS (Secure Hypertext Transfer Protocol). To secure data
transmission between the client and the server, enable SSL on your PlateSpin Server host and use
HTTPS when specifying the server URL. See “Connecting to a PlateSpin Server” on page 41.

Security of Credentials

Credentials that you use to access sources and targets in workload migration jobs are:

¢ Cached, encrypted, and securely stored by the PlateSpin Migrate Client, by using operating
system APIs.

¢ Stored in the PlateSpin Migrate database and are therefore covered by the same security
safeguards that you have in place for PlateSpin Server hosts.

¢ Included within diagnostics, which are accessible to accredited users. You should ensure
workload migration projects are handled by authorized staff.

User Authorization and Authentication

PlateSpin Migrate provides a role-based user authorization and authentication mechanism. See
Section 2.2, “Setting Up User Authorization and Authentication,” on page 25.

Performance

¢ Section 1.5.1, “About Product Performance Characteristics,” on page 18

¢ Section 1.5.2, “Data Compression,” on page 18
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¢ Section 1.5.3, “Bandwidth Throttling,” on page 19
¢ Section 1.5.4, “Scalability,” on page 19

1.5.1 About Product Performance Characteristics

The performance characteristics of your PlateSpin Migrate product depend on a number of factors,
including:

¢ Hardware and software profiles of your source and target

¢ Hardware and software profiles of your PlateSpin Server host

¢ The specifics of your network bandwidth, configuration, and conditions

¢ The number of your source workloads’ volumes and their sizes

¢ File density (number of files per unit of capacity) on your source workloads’ volumes

¢ Source I/O levels (how busy your workloads are)

¢ The number of concurrent migrations and the number and type of the targets

¢ Whether data encryption is enabled or disabled

¢ Whether data compression is enabled or disabled
For planning large-scale workload migrations, you should perform a test migration of an average
workload and use the result as a benchmark, fine-tuning your metrics regularly throughout the
project. In addition to the data transfer process, also consider the other phases that a migration job
goes through, as applicable to your project:

¢ Preparation and network setup

¢ Source workload and target machine discovery

¢ Target configuration

1.5.2 Data Compression

If necessary, PlateSpin Migrate can compress the workload data before transferring it over the
network. This enables you to reduce the overall amount of data transferred during a workload
migration job.

Compression ratios depend on the type of files on a source workload’s volumes, and might vary from
approximately 0.9 (100MB of data compressed to 90 MB) to approximately 0.5 (100MB compressed to
50MB).

NOTE: Data compression utilizes the source workload’s processor power.

Data Compression can be configured per migration job. You can also specify a default compression
value to be applied globally (see “Default Job Values” on page 34).

18 PlateSpin Migrate 9.3 User Guide



1.5.3

154

Bandwidth Throttling

PlateSpin Migrate enables you to control the amount of available bandwidth consumed by direct
source-to-target communication over the course of a workload migration; you can specify a
throughput rate for each migration job. This provides a way to prevent migration traffic from
congesting your production network and reduces the overall load of your PlateSpin Server.

Bandwidth throttling is a parameter of a workload migration job’s configuration properties. See
“Specifying Network Options” on page 103.

Scalability

You can set up multiple workload migrations and run them simultaneously. Scalability testing
performed with VMware ESX hosts suggests the following benchmark recommendations:

¢ Multiple migrations to a single VM server: no more than 20

¢ Multiple migrations against multiple VM servers (ESX): no more than 30

PlateSpin Migrate Feature Overview

19



20 PlateSpin Migrate 9.3 User Guide



2.1

211

Post-Installation Configuration

This section provides information on typical, usually one-time configuration tasks following product
installation. For installation information, see your Installation Guide.

¢ Section 2.1, “PlateSpin Migrate Product Licensing,” on page 21

¢ Section 2.2, “Setting Up User Authorization and Authentication,” on page 25

¢ Section 2.3, “Access and Communication Requirements across your Migration Network,” on
page 28
¢ Section 2.4, “Configuring PlateSpin Migrate Default Options,” on page 30

PlateSpin Migrate Product Licensing

This section provides information about licensing and activating your PlateSpin Migrate product, as
well as managing your license keys.

¢ Section 2.1.1, “Activating Your Product License,” on page 21

¢ Section 2.1.2, “How Licensing Works,” on page 23

¢ Section 2.1.3, “Using the License Manager,” on page 24

¢ Section 2.1.4, “License Splitting,” on page 25

Activating Your Product License

For product licensing, you must have a license activation code. If you do not have a license activation
code, request one through the Novell Customer Center Web site (http://www.novell.com/
customercenter/). A license activation code will be e-mailed to you.

When you launch the PlateSpin Migrate Client for the first time after installation, the License
Activation Wizard opens and prompts you to activate your product license.
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Figure 2-1 License Activation Wizard
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You have two options for activating your product license: online or offline.

¢ “Online Activation” on page 22

¢ “Offline Activation” on page 22

Online Activation

Online activation requires that your PlateSpin Migrate Client have Internet access.

NOTE: HTTP proxies might cause failures during online activation. If you are using an HTTP proxy
server and are having problems with online activation, try the offline activation method.

1 In the License Wizard, select the Online Activation option and click Next.

2 Enter the e-mail address that you provided when placing your order, and the activation code
you received.

The PlateSpin Migrate Client obtains the required license over the Internet and activates the
product.

Offline Activation

For offline activation, you obtain a license key over the Internet by using a machine that has Internet
access.

1 In the License Wizard, select the Offline Activation option and click Next.
The Activate License dialog box is displayed:
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2 Save your hardware ID for use in the next steps.

3 Use a computer with Internet access to obtain a license key through the Web-based license
activation utility (http://www.platespin.com/productactivation/ActivateOrder.aspx).

To obtain a license key, you must have a Novell account. If you are an existing PlateSpin
customer and you don’t have a Novell account, you must first create one. Use your existing
PlateSpin username (a valid e-mail address registered with PlateSpin) as input for your Novell
account username.

4 Save your new license key in a location accessible to your PlateSpin Migrate Client.

5 In the License Wizard, type the full path to, or browse to and select, the PlateSpin Migrate
license file, then click Next.

The product is activated based on the selected license.

How Licensing Works

PlateSpin Migrate licenses are sold on a per-workload basis. A license entitles you to an unlimited
number of migrations on a specific number of workloads. With every migration, a workload unit of
the license is assigned to either the source or the target. The machine that has the workload unit
assigned to it can subsequently be migrated an unlimited number of times. Each time a workload is
assigned, the Workloads remaining number is decremented.

The following is a summary of workload assignment behavior by portability task.

Table 2-1 PlateSpin Migrate Workload License Assignment by Migration Type

Task Workload Assignment Behavior

Copy Workload A workload license remains with the source.

Move Workload A workload license is transferred from the source to the target.
Server Sync Not applicable

Capture Image Not applicable

Import Image Not applicable

Deploy Image Not applicable
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2.1.3 Using the License Manager

Use the License Manager to manage product licensing, add and delete license keys, generate
licensing reports, view activation codes, and reset workload licensing. If you have multiple license
keys and you want to select a specific, non-default license key for a particular migration job, see
“Selecting a License Key for a Migration Job” in your User Guide.

¢ “Managing Available License Keys” on page 24
¢ “Managing Workload Designations” on page 25

To access the License Manager, in your PlateSpin Migrate Client, click Tools > License Manager.

Managing Available License Keys

You can manage available license keys on the License Manager’s Available License Keys tab (in your
PlateSpin Migrate Client, click Tools > License Manager > Available License Keys).

Figure 2-2  Awailable License Keys

_io/x]

Awailable License Feps I Workload Designations |

tadule Ewxpiry Date | Conversio | Conwversions rem | Workloads | “Workloads remar | Mumber of Ser
FPC-DEY-unlimited ? Unlimited  Unlimited Unlimited  Unlimited [rlirmited

Cumently Dizcovered Servers: G

Delete | Wiew Activation Code(z]... Generate Licensing Feport. .. [Dane |

4

The tab displays the license name (Module) along with its expiry date and entitlements. These depend
on the license type. The Number of Servers column indicates the number of machines you can discover.
This is generally the same as the number of machines that you can migrate. Use the buttons at the
bottom for related license management tasks:

Table 2-2  License Manager Command Buttons

Command Description

Add Adds licenses.

Delete Deletes expired licenses.

View Activation Code(s) Select a license and click this button to see the activation code and

the date it was activated.

Generate Licensing Report Creates a * . ps1 file that is used by Technical Support to
troubleshoot licensing issues.
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2.2

Managing Workload Designations

You can manage workload licensing on the License Manager’s Workload Designations tab (in your
PlateSpin Migrate Client, click Tools > License Manager > Workload Designations).

The tab lists workloads with assigned licenses. In the PlateSpin Migrate Client Servers view, each of
these servers has a key icon adjacent to it.

You can reset workload licensing so that a license is no longer assigned to a particular machine. For
example, you might want to do this when decommissioning servers that are already in the inventory
of the PlateSpin Server.

To reset workload licensing;:

1 On the License Manager’s Workload Designations tab, select the required workload and click
Transfer Selected Workload.

The Transfer License dialog box is displayed.

2 Use the displayed Workload Transfer Request string to obtain a workload transfer code from the
License Entitlement Web portal (http://www.platespin.com/entitlementmgr/). Log in with
credentials associated with your purchase order.

You must have a Novell account. If you are an existing PlateSpin customer and you don’t have a
Novell account, you must first create one. Use your existing PlateSpin username (a valid e-mail
address registered with PlateSpin) as input for your Novell account username.

3 Return to the License Manager and specify the newly obtained transfer code. Click Next.

PlateSpin Migrate resets the selected workload.

License Splitting

A license entitles you to one instance of PlateSpin Migrate per workload. Depending on the license
you purchased, you can split a license either on a per-migration or a per-workload basis.

You can only split a license that has not yet been activated. For example, you can split a per-workload
license of 1000 workloads into one license covering 400 workloads and another covering 600
workloads. You can split a per-migration license for 3000 migrations into one license for 1200
migrations and one license for 1800 migrations.

For assistance with multi-license scenarios, especially if you are uncertain how to utilize licenses
across your network environment, see KB Article 7920876 (https://www.netiq.com/support/kb/
doc.php?id=7920876).

Setting Up User Authorization and Authentication

PlateSpin Migrate’s user authorization and authentication mechanism is based on user roles, and
controls application access and operations that users can perform. The mechanism is based on
Integrated Windows Authentication (IWA) and its interaction with Internet Information Services

(IIS).

PlateSpin Migrate’s user auditing functionality is provided through the capability to log user actions
(see “Setting Up User Activity Logging” on page 27).

¢ Section 2.2.1, “PlateSpin Migrate Roles,” on page 26
¢ Section 2.2.2, “Assigning PlateSpin Migrate Roles to Windows Users,” on page 27
¢ Section 2.2.3, “Setting Up User Activity Logging,” on page 27
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2.2.1 PlateSpin Migrate Roles

A PlateSpin Migrate role is a collection of PlateSpin Migrate privileges that entitle a particular user to
perform specific actions. During installation, the PlateSpin Migrate installation program creates three
local Windows groups on the PlateSpin Server host: PlateSpin Migrate Administrators, PlateSpin
Migrate Power Users, and PlateSpin Migrate Operators. These groups map directly to the three
PlateSpin Migrate roles that control user authorization and authentication:

¢ PlateSpin Administrators: Have unlimited access to all features and functions of the
application. A local administrator is implicitly part of this group.

¢ PlateSpin Power Users: Have access to most features and functions of the application with
some limitations, such as restrictions in the capability to modify system settings related to
licensing and security.

¢ PlateSpin Operators: Have access to a limited subset of system features and functions, sufficient
to maintain day-to-day operation.

When a user attempts to connect to a PlateSpin Server, the credentials provided through the
PlateSpin Migrate Client are validated by IIS. If the user is not a member of one of the PlateSpin
Migrate roles, connection is refused. If the user is a local administrator on the PlateSpin Server host,
that account is implicitly regarded as a PlateSpin Migrate Administrator.

The following table lists permissions for each role.

Table 2-3  PlateSpin Migrate Roles and Permission Details

Role Details Administrators Eg\gg Operators
Licensing: Add, delete licenses; transfer workload licenses yes no no
Machines: Discover, undiscover yes yes no
Machines: Delete virtual machines yes yes no
Machines: View, refresh, export yes yes yes
Machines: Import yes yes no
Machines: Export yes yes yes
PlateSpin Migrate Networks: Add, delete yes no no
Jobs: Create new job yes yes no
Jobs: View, abort, change start time yes yes yes
Imaging: View, start synchronization in existing contracts yes yes yes
Imaging: Consolidate increments, apply increments to base, delete  yes yes no
increments, install/delete image servers

Block-Based Transfer Components: Install, upgrade, remove yes yes no
Device Drivers: View yes yes yes
Device Drivers: Upload, delete yes yes no
PlateSpin Server access: View Web services, download client yes yes yes

software
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Power

Role Details Administrators Users Operators
PlateSpin Server settings: Edit settings that control user activity yes no no
logging and SMTP notifications

PlateSpin Server settings: Edit all server settings except those that yes yes no

control user activity logging and SMTP natifications

Run Diagnostics: Generate detailed diagnostic reports on jobs. yes yes yes
Post-conversion Actions: Add, update, delete yes yes no

2.2.2  Assigning PlateSpin Migrate Roles to Windows Users

To allow specific Windows domain or local users to carry out specific PlateSpin Migrate operations
according to designated role, add the required Windows domain or user account to the applicable
Windows local group (PlateSpin Administrators, PlateSpin Power Users, or PlateSpin Operators) on
the PlateSpin Server host. For more information, see your Windows documentation.

2.2.3  Setting Up User Activity Logging

By default, PlateSpin Migrate records all user activities in a log file,
PlateSpin.UserActivityLogging.log, located on your PlateSpin Server host, in the following
directory:

..\PlateSpin Migrate Server\logs.
The format of an individual log entry is:

date|Category|description|user|detailsl|details?2

The category element describes the functional area applicable to a particular action, such as
Security, Inventory (discovery operations), LicenseManagement, or Migration (workload
portability operations).

Elements detailsl and details2 depend on the Category and provide additional information if
applicable.

Below is an example of a log entry recording the login action of a user with the domain account
MyDomain\John.Smith.

2008-09-02 14:14:47|Security|User logged in|MyDomain\John.Smith

When the size of a log file reaches a specified value, it is rolled over to a new file with a sequential
number appended to the name:

PlateSpin.UserActivityLogging.log.1l
PlateSpin.UserActivityLogging.log.?2
PlateSpin.UserActivityLogging.log.3

When the number of log files reaches a specified value, the system starts overwriting the oldest file
each time a rollover is performed.

To enable or disable user activity logging, and to specify log file size and rollover options:

1 In the PlateSpin Migrate Client, click Tools > Options.
2 Click the Logging tab.
3 Specify the required options, then click OK.

Post-Installation Configuration 27



2.3 Access and Communication Requirements across your
Migration Network

This section provides information about setting up user authorization and authentication,
configuring your network environment, and managing your product’s default settings and behavior.
¢ Section 2.3.1, “Requirements for Discovery,” on page 28
¢ Section 2.3.2, “Requirements for Migration,” on page 29

¢ Section 2.3.3, “Migrations Across Public and Private Networks through NAT,” on page 30

2.3.1 Requirements for Discovery

The following table lists software, network, and firewall requirements that systems in your
environment must meet for the discovery and inventory process. For information about the actual
discovery procedures, see “Discovering Source Workloads and Migration Targets” in your User
Guide.

Table 2-4 Network Communication Prerequisites for Discovery Operations

System Prerequisites
All workloads Ping (ICMP echo request and response) support
All Windows sources + Microsoft .NET Framework version 2.0 or 3.5 SP1

+ Credentials with local or domain admin privileges

Windows Vista 1. Built-in Administrator or a domain account credentials (mere membership in
) _ the local Administrators group is insufficient). On Vista, the account must be
Windows 7; enabled (it is disabled by default).

Windows Server 2008; 2. The Windows Firewall configured to allow File and Printer Sharing. Use one of

these options:
Windows Server 2008

R2: ¢ Option 1, using Windows Firewall: Use the basic Windows Firewall
Control Panel item (firewall.cpl) and select File and printer Sharing in
Windows Server 2012 the list of exceptions.
-0OR -

¢ Option 2, using Firewall with Advanced Security: Use the Windows
Firewall with Advanced Security utility (wf . msc) with the following Inbound
Rules enabled and set to Allow:

+ File and Printer Sharing (Echo Request - ICMPV4In)

+ File and Printer Sharing (Echo Request - ICMPV6In)

+ File and Printer Sharing (NB-Datagram-In)

+ File and Printer Sharing (NB-Name-In)

+ File and Printer Sharing (NB-Session-In)

+ File and Printer Sharing (SMB-In)

+ File and Printer Sharing (Spooler Service - RPC)

+ File and Printer Sharing (Spooler Service - RPC-EPMAP)

3. (Conditional) If the volumes are encrypted with the BitLocker disk encryption
feature, they must be unlocked.
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2.3.2

System

Prerequisites

All Linux sources .

Citrix Xen Server i

*

Secure Shell (SSH) server

Open port 22 (TCP)

Root-level access. For information on using an account other than root, see KB

Article 7920711 (https://lwww.netiq.com/support/kb/doc.php?id=7920711).

Custom SSH ports are supported; specify the port number during discovery:

<hostname | IP_address>:port_number.

VMware ESX/ESXi -
Servers

VMware vCenter
Servers

VMware account with an Administrator role

VMware Web services API and file management APl (HTTPS / port 443 TCP)

Requirements for Migration

The following table lists firewall requirements that systems in your environment must meet for

problem-free operation during workload migration jobs.

Table 2-5 Network Communication Prerequisites for Workload Portability

System

Open Port (Default) Remarks

PlateSpin Server hosts

Either TCP 80 or
TCP 443 TCP

* Port 80 (TCP) is required for HTTP
communication among the PlateSpin Server,
sources, and targets.

* Port 443 (TCP) is required for HTTPS
communication (if SSL is used) between the
PlateSpin Server and the source or target
machines.

All source workloads except
those in image deployment
jobs.

TCP 3725

Required for targets to initiate communication
during file-level data transfer, except for 12X jobs,
during which this port needs to be open on the
migration target only. For Server Sync jobs, this
port is required for both sources and targets.

All targets

TCP 3725

Required for:File-based Server Sync / Image Sync

* File-level Server Sync

+ Image synchronization jobs

All Windows sources and
targets

NetBIOS 137 - 139

Required for NetBIOS communications.

All sources

SMB (TCP 139, 445
and UDP 137, 138)

Required for communication and file-level data
transfer during offline migration.

All Linux sources

Citrix Xen Server

TCP 22

Required for communication during offline
migration.
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System Open Port (Default) Remarks

PlateSpin Server hosts; TCP 135/445 For DCOM/RPC communication between
] PlateSpin Server and a source for taking control of
All Windows sources and rebooting the workload through WMI.

NOTE: WMI (RPC/DCOM) can use TCP ports 135
and 445 as well as random/dynamically assigned
ports above 1024.

2.3.3  Migrations Across Public and Private Networks through NAT

30

In some cases, a source, a target, or PlateSpin Migrate itself, might be located in an internal (private)
network behind a network address translator (NAT) device, unable to communicate with its
counterpart during migration.

PlateSpin Migrate enables you to address this issue, depending on which of the following hosts is
located behind the NAT device:

¢ PlateSpin Server: n your server’s PlateSpin Server Configuration tool, record the additional IP
addresses assigned to that host:

1. From any Web browser, open the https://Your PlateSpin Server/
platespinconfiguration/tool.

2. Locate the AlternateServer Addresses server parameter, click Edit, then add additional IP
addresses, delimited by a a semicolon (;), for example:

204.50.186.147;204.50.186.148

¢ Source: As part of that specific migration job, record the additional IP addresses assigned to that
workload. See “Specifying Network Options” on page 103.

¢ Target: When you are attempting to discover a target, such as VMware ESX, specify the public
(or external) IP address in the discovery parameters.

2.4 Configuring PlateSpin Migrate Default Options

Default options control PlateSpin Migrate’s global settings and its default behavior. Configure the
default options following installation or to reflect changes in your environment.

¢ Section 2.4.1, “Configuring Application Defaults (Tools>Options),” on page 31

¢ Section 2.4.2, “Configuring PlateSpin Server Behavior through XML Configuration Parameters,”
on page 37
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Configuring Application Defaults (Tools>Options)

General Options

Use this tab to restore default settings, clear saved credentials, and to specify the locations of
executable files for external applications you can launch from within the PlateSpin Migrate Client
user interface. To access this dialog box in the PlateSpin Migrate Client, click Tools > Options.

Options
Source Service Defaults I Target Service Defaults I Default Job Values
, General | e T TR | User activity Logging
Conversion Settings
[ [ Restore Defaults [ Clear Saved Credentials

)

-~ External Application Settings
Terminal Services:

I Clwindows'system3Zimstsc.exe Browse..
S5H:

I C:\Program Files\FlateSpin Migrate Clientiputty exe Browse.
WMware Remote Console (ESX 2):

I VmwareConsole.exe Browse. ..

. VMware Remote Console cannot be found!
WMware Virtual Infrastructure Client (ESX 3):
I vpxClient.exe Browse...
(M VMware Virtual Infrastructure Client 2.0 cannot be found!
PS5 Analyzer:
I C:\Program Files'\PlateSpin Migrate Client\PlateSpin Ana \Analyzer Client exe Browse...

Ay

Citrix XenCenter:
I HenCenter.exe
Y Citrix XenCenter cannot be found!

Restore Defaults |

m
:
@

Help | QK Cancel

Restore Defaults: When this option is selected, PlateSpin Migrate resets the job configuration method
(launches the Actions dialog box after a drag-and-drop) and resumes checking for software updates on the

Client startup.

Clear Saved Credentials: Removes stored usernames and passwords for source and target machines.

External Application Settings: Use the adjacent Browse buttons to locate application executables.

Restore Defaults: Resets the paths to their defaults.
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Notification Service

Use this tab to specify Simple Mail Transfer Protocol (SMTP) server settings for event and job
progress notifications. To access this dialog box in the PlateSpin Migrate Client, click Tools > Options.

Options
Source Service Defaults I Target Service Defaults I Default Job Values I
General Natification Service | User Activity Logging I
~SMTP Server Settings
ooy [ 192.168.1.128
Part: I 25
Reply Address: I support@platespin.com
~SMTP Account Credentials
L [ John Smith
Password: I Ty
Confirm Password: I [

Cancel

Help |

SMTP Server Settings: Specify your SMTP server’s IP address, port, and a reply address for e-mail event and
progress natifications.

SMTP Account Credentials: Provide valid credentials if your SMTP server requires authentication.

You can also configure migration progress notifications on a per-migration basis. See “Configuring
Automatic E-Mail Alerts of Job Status and Progress” in your User Guide.
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User Activity Logging

Use this tab to specify options related to user activity logging. See “Setting Up User Activity
Logging” on page 27.

To access this dialog box in the PlateSpin Migrate Client, click Tools > Options.

Options

Source Service Defaults | Target Service Defaults | Default Job Values |
General I Metification Service User Activity Logging

¥ Enable Logaing

User Activity Logging

Maximum file size before rollover (MEB): I g
Maximum number of files for rollover I ]

Help | QK Cancel

Enable Logging: When this option is selected, PlateSpin Migrate logs all user activities.

Maximum file size before rollover (MB): When the size of a log file reaches the specified value, it is rolled over
to a new file with a sequential number appended to the name.

Maximum number of files for rollover: When the number of log files reaches the specified value, the system
starts overwriting the oldest file each time a rollover is performed.
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Default Job Values

Use this tab to specify default migration job values specific to the target virtualization platform. To
access this dialog box in the PlateSpin Migrate Client, click Tools > Options.

Options
(General | Notification Service I User Activity Logging I
Source Service Defaults | Target Service Defaults Default Job Values
Target Container Name and Path Defaults
= | ESX Variables ia
Variable Name Variable Value
Config Path frootvmware/ % SOURCE_HOSTNAME™.
Disk Name %SOURCE_HOSTNAMEY_VM_#.%TARG
Display Name %SOURCE_HOSTNAME®:_VM
ESX3 Caonfig Path \within Diatastore %SOURCE_HOSTNAME®:_WVM
Config File Name %S0URCE_HOSTNAMEZ, _VM.vmox
YenServer Variables =
Job Conversion Defaults
Name Value
: Encrypt File Transfer
Take Control Network Settings Static -
Take Control Duplex Settings Auto-Negotiate -
Install VMware Tools for ESX Yes -
Install XenServer Tools Yes -
Compress Images with NTFS Compression Mo -
Yirtual Disk Sizing Mode Fixed -
Compression Level MNone -
Update Defaults from Server Reset

Help | ok | canca |

Target Container Name and Path Details: These variables control naming conventions for target paths and
containers. Expand a variable set and click a variable to edit its value.

Job Conversion Defaults: Use this area to set defaults that affect all migration jobs. You can overwrite these
defaults when configuring actual migration jobs.
* Encrypt File Transfer: See “Security and Privacy” (User Guide).

+ Take Control Network and Duplex Settings: See “Temporary (Take Control) Network Settings” (User
Guide).

+ Install VMware Tools for ESX/XenServer Tools: See “Handling Virtualization Enhancement Software”
(User Guide).

+ Compress Images with NTFS Compression: See “Capturing a Workload to a PlateSpin Image” (User
Guide). Unrelated to data compression for over-the-network transfer.

+ Virtual Disk Sizing Mode: (ESX only) Fixed—space is preallocated for the virtual disk; Dynamic—the
virtual disk is assigned a minimum amount of space, which grows when needed.

+ Compression Level: See “Data Compression” (User Guide).
Reset: Restores default job values.

Update Defaults from Server: Click to retrieve defaults from the PlateSpin Server if available.
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Source Service Defaults

Use this tab to select Windows services daemons to stop on the source workload during a Live
Transfer migration. See “Handling Source Workload Services or Daemons During Live Transfer

(Windows and Linux)” in your User Guide.

To access this dialog box in the PlateSpin Migrate Client, click Tools > Options.

Options

General I
Source Service Defaults |

Notification Service |
Target Service Defaults I

User Activity Logging I
Default Job Values |

Stop Services duning Transfer

1=

Microsoft Exchange Anti-spam Update
Microsoft Exchange EdgeSyne
Microsoft Exchange File Distribution
Microsoft Exchange IMAP4

Micresoft Exchange Information Store

Microsoft Exchange Active Directory Topology Service

Microsoft Exchange Mail Submission
Microsoft Exchange Mailbox Assistants

IPSEC Policy Agent

Kerberos Key Distribution Center

KtmBm for Distributed Transaction Coordinator
License Logging Service

Link-Layer Topology Discovery Mapper
Logical Disk Manager

Logical Disk Manager Administrative Service

Add Remaove Update Defaults from Server Reset
All Services i |Descripti{m &
Intersite Messaging Allows sending and receiving messages betw.
IF Helper Provides automatic |PvE connectivity over an |

Manages |IP security policy and starts the [S4.
Generates session keys and granis servicetic.
Coordinates transactions between MSDTC an.

Creates a Metwork Map, consisting of PC and .
Logical Disk Manager \Watchdog Service
Administrative service for disk management re.. =

Help |

(0]:4 Cancel

Stop Services during Transfer section: Lists services that are stopped by default. To stop a service during data
transfer that uses a specific transfer method by default, select the corresponding check box. A deselected

check box means the service remains active during Live Transfer.

All Services section: Lists unique services on all discovered machines. Click Add to add a selected service from

the lower section to the upper section and set it to stop during the migration.

Update Defaults from Server: Retrieves defaults from PlateSpin Server.
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Target Service Defaults

Use this tab to select Windows services whose mode on the target is to be different from that of the
source. See “Handling the Startup Mode of Services (Windows Targets)” in your User Guide.

To access this dialog box in the PlateSpin Migrate Client, click Tools > Options.

Options
General I MNetification Service I User Activity Logging I
Source Service Defaults Target Service Defaults | Default Job Values I
Configured Services | Mode | Restore After Co..
COM+ Event System Dizsabled - v
COM+ System Application Disabled - Ird
Bachkground Intelligent Transfer Service Dizzbled - I
Application Management Di=zbled - m
Automatic

Add Remaove Update Defaults from Server Reset
All Services # | Description &
ASP MNET State Service Provides support for out-of-process session st
Ati Hotkey Poller
Automatic Updates Enzbles the download and installation of critic...
Background Intelligent Transfer Service Transfers files in the background using idle_
Base Filtering Engine The Base Filtering Engine (BFE) is a service t.
Block Level Backup Engine Service Engine to perform block level backup and reco.
Certificate Propagation Propagstes certificates from smart cards.
Citrix ¥enServer WinGuest Service Monitors and provides various metrics to Xen.. -

Help | QK Cancel

Configure Services section: Lists services and their target startup modes. Select the Restore After Conversion
check box to use the selected mode during the migration. The service is then restored to match the source after
the migration is complete and the target machine is ready to run.

All Services section: Lists unigue services on all discovered machines. Click Add to add a service to the upper
section. Use the Mode drop-down list to select the service state for the target. This is set during the
configuration step of the job.

Remove: Removes a service.

Reset: Clears the upper section. The modes of all services in the target will match those on the source.
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2.4.2

Configuring PlateSpin Server Behavior through XML Configuration
Parameters

Some aspects of your PlateSpin Server’s behavior are controlled by configuration parameters that
you set on a configuration Web page residing your PlateSpin Server host (https://
Your PlateSpin Server/platespinconfiguration/).

Under normal circumstances you should not need to modify these settings unless you are advised to
do so by PlateSpin Support. This section provides a number of common use cases along with
information on the required procedure.

Use the following procedure for changing and applying any configuration parameters:

1 From any Web browser, open the https://Your PlateSpin Server/
platespinconfiguration/tool.
2 Locate the required server parameter and change its value.

3 Save and your settings and exit the page.
No reboot or restart of services is required after the change is made in the configuration tool.

The following topics provide information on specific situations, in which you might need to change
product behavior using an XML configuration value.

¢ “Increasing the Size Limit on Post-migration Actions Uploaded to the PlateSpin Server” on
page 37

¢ “Optimizing Data Transfer over WAN Connections (Windows)” on page 38

¢ “Other Use Cases for Making Modifications in the Web Config Tool (Advanced)” on page 39

Increasing the Size Limit on Post-migration Actions Uploaded to the PlateSpin
Server

By default, PlateSpin Migrate sets a 64 MB upload limit for each individual post-migration action,
including its dependencies. See “Managing Custom Actions” in your User Guide.

You can increase this limit by modifying the configuration setting on the PlateSpin Server'Web
configuration tool.

IMPORTANT: Decreasing the default size limit might have a negative impact on the stability of your
PlateSpin Server.

1 From any Web browser, open the https://Your PlateSpin Server/
platespinconfiguration/tool.

2 Locate and edit the setting that defines the value of the httpRuntime element’s
maxRequestLength attribute:

maxRequestLength=8192

3 Replace the existing value with the required new value in kilobytes. For example, to increase the
size to 16 MB, replace 8192 with 16384:

maxRequestLength=16384

4 Save and your settings and exit the page.
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Optimizing Data Transfer over WAN Connections (Windows)

When doing Windows migrations, you can fine-tune your over-the-network data transfer for
optimum performance in your specific environment. For example, you might need to control the
number of your TCP connections or impose a packet-level compression threshold.

This functionality is supported for migration jobs that use the following data transfer methods:

+ File-level

¢ Block-level with Microsoft Volume Shadow Copy Service (VSS)

Fine-tuning is done by modifying configuration parameters that the system reads from settings you
make in a configuration tool residing on your PlateSpin Server host.

The following table lists the configuration parameters with two sets of values: the defaults and the
values recommended for optimum operation in a high-latency WAN environment.

NOTE: If these values are modified, replication times on high-speed networks, such as Gigabit
Ethernet, might be negatively impacted. Before modifying any of these parameters, consider
consulting PlateSpin Support first.

Table 2-6  Parameters for Fine-Tuning File-Level Data Transfer Performance

For High-Latency

Parameter Default Value WANS
fileTransferThreadcount 2 4 t0 6 (max)
Controls the number of TCP connections opened for file-based

data transfer.

fileTransferMinCompressionLimit 0 max 65536 (64 KB)
Specifies the packet-level compression threshold in bytes. (disabled)
fileTransferCompressionThreadsCount 2 n/a

Controls the number of threads used for packet-level data

compression. Ignored if compression is disabled.

Because the compression is CPU-bound, this setting might have a

performance impact during Live Transfer.

fileTransferSendReceiveBufferSize 0 (8192 bytes) max 5242880 (5 MB)

TCP window size setting for file transfer connections; controls the
number of bytes sent without TCP acknowledgement.

When the value is set to 0, the default TCP window size is used (8
KB). For custom sizes, specify the size in bytes.

Use the following formula to determine the proper value:
((LINK_SPEED (Mbps) /8) *DELAY (sec) ) *1000*1000

For example, for a 100 Mbps link with 10 ms latency, the proper
buffer size would be:

(100/8)*0.01 * 1000 * 1000 = 125000 bytes
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Other Use Cases for Making Modifications in the Web Config Tool (Advanced)

Below is a list of configuration values that might address various environmental or functional issues.
Do not use them unless you are advised to do so by PlateSpin Support.

Table 2-7  List of Common Use Cases for changing settings in the Web configuration tool

Issue or Use Case  Value Shown in the Config Tool Remarks

Discovery/Inventory <add key="UseServiceForCommonInventory"

issues value="true" />
<add key="UseServiceForMigrateInventory"
value="false" />
<add
key="EarliestWindowsVersionForCommonInventory
" value="5.2" />

Target boot issues <add key="TargetMachineRegistryCleanupLevel™"
related to drivers value="None" />

Controller installation <add key="InstallControllerUsingService"

issues on sources value="true" />

(mainly due to <add

environmental key="RunControllerUnderSameCredsAsRemoteAcces
. s" value="false" />

restrains)

Issues related to <add key="PowerConvertDBSizeLimitInBytes"

database size growth value="4294967296" />
<add key="PlateSpinDBCleanupThresholdPercent"
value="80" />
<add key="OFXDBCleanupThresholdInBytes"
value="4294967296" />
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3.1

Getting Started with PlateSpin Migrate

This section introduces the features of the PlateSpin Migrate product and how you use the PlateSpin
Migrate Client to carry out workload migration and management tasks.

The PlateSpin Migrate Client connects to a specified PlateSpin Server and provides access to
information in the PlateSpin Server database.

Most of your interaction with the server takes place through the client, including the discovery of
source workloads and targets; setting up, executing, and monitoring jobs; managing license keys; and
configuring the default behavior of the server.

*

*

*

*

Section 3.1, “Connecting to a PlateSpin Server,” on page 41

Section 3.2, “About the PlateSpin Migrate Client User Interface,” on page 42
Section 3.3, “Discovering Source Workloads and Migration Targets,” on page 48
Section 3.4, “Analyzing Machines with PlateSpin Analyzer,” on page 54

Section 3.5, “Working with Device Drivers,” on page 56

Section 3.6, “Managing Custom Actions,” on page 63

Section 3.7, “Setting Up, Executing, and Managing Jobs,” on page 66

Connecting to a PlateSpin Server

Every time you start the PlateSpin Migrate Client, it performs the following actions:

*

*

*

Performs authentication of the specified user account with the PlateSpin Server.

See Section 2.2, “Setting Up User Authorization and Authentication,” on page 25.
Connects to a specified PlateSpin Server.

Loads a specified PlateSpin Migrate Network, a collection of discovered source workloads and
targets that you work with at one time.

You specify your connection credentials, the PlateSpin Server instance, and the required PlateSpin
Migrate Network in the PlateSpin Server settings.

1 In the PlateSpin Migrate Client, click Tools > PlateSpin Server Settings.

or

Double-click one of the following three areas in PlateSpin Migrate Client’s status bar at the
bottom: Server, Network, or User.

Semer: http: £/ devaiPlateSpintiorate ”Netwurk: Sample Environment ”Llser: devdomaintohn.zmith
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The PlateSpin Server Settings dialog box opens.

-

‘(:

=

— Server Connection P,
Server URL:

I hitp: 4 /dev 3/ PlateSpinMiorate

Connect Az

& Cunent user [ devdomainiohn smith |

" The following user

User Narne: I

—Metwarks [ http//mikehddPortabiliySuite [Server 80,0/ (5830]] |
| fdd
Select & network to use:
Delete |

Sample Enviranment

™ Metwork changes cannok be canceled

Help | Ok | Cancel |

2 Specify the required PlateSpin Server URL, user, and network parameters as required:

Interface Element Description

Server URL Type the PlateSpin Server URL in the following format:
http://server_host/platespinmigrate

(If SSL is enabled on the PlateSpin Server host, replace http in the URL with
https).

Connect As To connect to a PlateSpin Server, you must have administrative access to the
PlateSpin Server host or be a member of one of the PlateSpin Migrate roles.
See Section 2.2, “Setting Up User Authorization and Authentication,” on
page 25.

Networks To familiarize yourself with PlateSpin Migrate features, use the Sample
Environment network. To work with actual source workloads and targets, use
the Default network or create your own.

To add a network, type the name, then click Add.

To remove a network, select it, then click Delete.

3 When you have finished, click OK.

3.2 About the PlateSpin Migrate Client User Interface

The PlateSpin Migrate Client window consists of the following elements:
¢ Menu bar: Reflects the current view and provides command groups for accessing program
features and operations.

¢ Toolbar: Reflects the current view and provides visual shortcuts to program features and
operations.

¢ Current view: The main work area of the interface; lists either machines (when in Servers view
mode), or jobs (when in Jobs view mode).
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¢ Panes: Vertically aligned at the left side of the window, panes facilitate the selection of the
current view (View pane) or a migration job (Tasks pane). A Details pane reflects the current
view and provides summary information about an item selected in the current view.

¢ Status bar: At the bottom of the PlateSpin Migrate Client window, the status bar displays the
PlateSpin Server that the client is currently connected to, the PlateSpin Migrate Network you are
currently working with, the name and role of the current user logged in, and the status of the
Automatic Network Discovery feature.

For additional information, see the following sections.

*

Section 3.2.1, “Servers View,” on page 43

*

Section 3.2.2, “Jobs View,” on page 47

*

Section 3.2.3, “Tasks Pane,” on page 47

*

Section 3.2.4, “Status Bar,” on page 48

3.2.1 Servers View

The Servers view is the main visual interface to your discovered source workloads and targets. Its
main area consists of two split panes that you can customize to suit your needs.

Figure 3-1 PlateSpin Migrate Client’s Servers View

OPlatPjpin Migrate Client - Sample Environment [_ (O]
File Wiew Tools Actions Help
~ ~ ~ il == | v i =
AERS0wDEHNIO
Group By -
R g Hast Name Operating System Hest Name Operating System
@ non affiliated 2, AH-SLES10-VM SLES 10
g Servers # platespin # LA-DR-ESX WMware ESX Senver
— # demo 5 LINX2PServerSync-.. RHEL AS 4 (x64)
f—_, Jobs = ¥ workgroup @ NY-FILE-01-DR Windows 2000 Server
o LAVISTAB4 \windows Vista x84 B.. 5 LA-VISTA-B4 Windows Vista x64 B..
Tasks 2 & WIKI-Xen-Src \windows 2003 Enterp.. & W2K3-Xen-Src Windows 2003 Enterp..
5 WinX2PServerSync-..  Windows 2003 Enterp. 5 WinX2PServerSync-_.  Windows 2003 Enterp..
d_’ Copy Vorkload 4, DT-TEST Windows 2003 Enterp. | @ o LA-ESX3-01 Vhware ESX Server
@ Move Workload & WIK3I-Xen-Trg Windows 2003 Enterp.. 2 NY-FILEVM-01 Windows 2000 Advan..
W) Capture Image & VM-2003-64-DEMO \Windows 2003 x64 St. & NY-WIK3-64Bit Wwindows 2003 x64 E..
<) Deploy Image & NY-WIN2KEE Windows 2008 Enterp.. o NY-AD-01 Windows 2003 Enterp..
A Import Image B W2K2xE4-Xen-VM ‘Windows 2003 x64 5t. & DT-TEST ‘windows 2003 Enterp..
5 WINXPE4BIT Windows XP x64 Prof . &d LINXZP-TARGET Linux (Under Control)
tmpx64.tmp i LA-ESK25 WMware ESX Server
Deiaks i =] a localdemain 5 SunZonel Selaris 10
Servers N 2, NY-RHELZ-LVM RHEL ES 4 & Sunl Solaris 10 (Zone Serv...
M salanting § amnl.amnroot tmp g1 MININT-SFRZM48R  Windows (Under Cont..
I§ “xenserver-4.1.0 g4 MININT-QPF5SMRQ . Windows 2003 (Under..
i_‘ vm-src2 WMware ESXi Server_ . ;I
|Server: http:/llocalhostiPlateSpinMigrate || Network: Sample Environment ||User: PMHOST 1\Administrator ||R..|[Jobs View: Ready ||Network Discovery: Disabled|

The hierarchical display of items in the Servers view reflects the organization of items on their
respective platforms; for example: VMs are shown nested beneath their VM hosts, and PlateSpin
Images are beneath their image servers.

In addition, the Group By bar enables you to group machines by affiliation to a domain or to a vCenter
Server (for VMware ESX server systems). See “Organizing the Servers View” on page 44.
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NOTE: The Servers view hierarchy does not reflect advanced VM resource management hierarchies
and structures, such as membership in resource pools or affiliation with ESX Distributed Resource
Scheduler (DRS) clusters. You can view such information in an item’s properties. See “Viewing the
Properties of Source Workloads and Targets” on page 45.

¢ “Organizing the Servers View” on page 44
¢ “Viewing the Properties of Source Workloads and Targets” on page 45

¢ “List of Machine-Specific Icons in the Servers View” on page 46

Organizing the Servers View

You can filter source workloads and targets based on operating system, domain, name, and type by
using the Group By and Show drop-down menus. You can use the Group By drop-down menu to
group the items in the Servers view by:

¢ Domain affiliation

¢ Hostname

+ Affiliation to a VMware vCenter Server
To further control the scope of items shown in either pane of the view, you can also use the Show

drop-down menu to filter machines by workload type; for example, Windows 2000, Red Hat Linux,
and so on, as shown in the figure below:
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Figure 3-2 Servers View Options for Sorting Items by Type
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MFL.]| Jobs View: Ready || Network Discovery: Disabled|

Viewing the Properties of Source Workloads and Targets

In the Servers view, you can access the essential properties of your discovered source workloads and
targets by right-clicking an item and selecting Properties.

For each machine, the system provides information about the selected system’s:

¢ Hardware, operating system, and network profile

¢ Volumes, partitions, and disk usage

¢ Programs and services

A virtual machine’s properties provide information related to the machine’s environment on its
corresponding virtualization platform, including information about the host, and the amount of
allocated memory and processing power.

The properties for virtual machine hosts provide information specific to the selected system. For
example, you can view what virtual machines are running on a selected VMware ESX server, what
virtual network adapters are in use, and what resource pools are configured on them.

VMware ESX servers that are assigned to a Distributed Resource Scheduler (DRS) cluster provide
information about the name of the cluster and the DRS automation level (full, manual, or partially
automated). The properties for VMware ESX servers that are part of VMware vCenter platforms also

indicate this.
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The following figure shows the properties of a discovered VMware ESX Server.

Figure 3-3 VMuware ESX Server-Specific Information in the System’s Properties

— mi= [ S
General | Drive | MNetwork | Daemons
"3.;! S d Type: WMware ESX Server (64-bit Enabled)
Version: 4.1.0.260247
Port: 443
M — o e — Host Name (Dperating Syste *
# compl (:|a SOSE S FesTET s A 4 localhost VMware ESX Se.
B compl uster # AH-ESX41-l  WMware ESX Se..
4, compli L g compl67 Whware ESX Se.
@4 compll RA: g compl169 VMware ESX Se.
& Anes  Individual VM DRS Enabled: o ahrheldi1. Red Hat Linuxx.
@ localhe o ol Network Adapters: Resource Pools: i Ah-SLES1.. SUSE Lima
AH-ES i
d Areeb-Intemal (intemal) - Resources i SLESIONE.. SUSE L?nux
ﬁm szox o 125 AH-ESXA0-cluster i QT-5LEST1. SUSE Linux
vaortGi‘::up vian .. Areeb-targets i ESX_AH_ Unknown
j ESX_AH__.  Unknown
j ESX_AH_ . Unknown
S — i RHEL_X2..  Unknown
i o winZkldisk. ‘windows 2000
e | Operating System il i ash-wZk-pr. Vindows 2000
Ah-SLES10-F25noVMXNE: SUSE Linwe x64 hew2k3-3. Wi 2000
ASIKER2CLANZ VM Windows 2008 R2 3 ahw = vndows
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Properties .. | »_-é MG-W2K3 . windows 2003
j PR-W2K3.. Windows 2003 ;I
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?

List of Machine-Specific Icons in the Servers View

Discovered source workloads and targets are associated with unique icons to help identify the type of
workload or workload host.

Table 3-1 Machine-Specific Icons in the Servers View

i Physical machine

{! Physical machine in pre-execution environment for offline migration
i@ Physical machine with workload license

a Virtual machine server

.Y Virtual machine
a Virtual machine with workload license
4 Undiscovered virtual machine

) Virtual machine - Server Sync target

46 PlateSpin Migrate 9.3 User Guide



3.2.2

3.2.3

B Virtual machine - Server Sync target with workload license

?" PlateSpin Image Server

( » PlateSpin Image

Jobs View

The Jobs view displays all jobs, such as discovery, migration, and image capture, organized into two
tabs:

¢ Jobs: All jobs submitted for execution.

¢ Saved Jobs: All saved jobs not yet submitted for execution. See Section 3.7.4, “Starting a Saved
Migration Job in the Jobs View,” on page 70.

Figure 3-4 PlateSpin Migrate Client’s Jobs View
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% Convert Virtual Machine NY-RHEL4-LWM into Virtual Machi_. redhat4. DEMO-.. Friday.. Complet. PLATES..
2 Convert Virtual Machine SunZonel into Virtual Machine Ne.. SunZon.. Sunl Friday,.. Complet.. PLATES.. ;IJ
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You can limit the scope of jobs displayed in the view. Use the Job Type and Jobs Status menus to specify
filters for the view:

¢ Job Type: To view discovery, migration, or all other job types.

+ Job Status: To view failed, currently running, and completed jobs.

Tasks Pane

The Tasks pane of the PlateSpin Migrate Client window contains most essential migration actions.
Clicking a task opens the Action window, which you can use to select the migration source, target,
and setup method. See Section 3.7.1, “Setting Up a Migration Job (Wizard vs. Advanced),” on
page 66.
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3.2.4 Status Bar

The status bar of the PlateSpin Migrate Client window displays information about:

¢ The PlateSpin Server that you are currently connected to.
¢ The PlateSpin Migrate Network that you are currently working with.
¢ The User that you are logged in as, and the PlateSpin Migrate role assigned to your user account.

¢ The status of the Automatic Network Discovery feature.

Figure 3-5 Status Bar of the PlateSpin Migrate Client Window

|Server: http:/localhest/PlateSpinMigrate ”Neiwork: Sample Envircnment ”User: PMHOST 1\Administrator ”Flnle: PlateSpin Administrator ”Jcbs View: Ready ”Neiwnrk Discovery: Disab\ed| 4

Double-clicking any of the first three status items opens the PlateSpin Server Settings window. See
“Connecting to a PlateSpin Server” on page 41.

Double-clicking the Network Discovery status item turns Automatic Windows Network Discovery
on or off. See “Discovering, Registering and Preparing a VM for a Server Sync Job” on page 53.

3.3 Discovering Source Workloads and Migration Targets

For any migration job, you must have a discovered source and a discovered target. A discovery
operation populates the PlateSpin Migrate database with detailed inventory information about a
machine. This information provides the data necessary to determine the machine’s use and to
properly configure a migration job.

¢ Section 3.3.1, “Prepopulating the Servers View with Windows Computers in the Network,” on
page 48

¢ Section 3.3.2, “Discovering the Details of Source Workloads and Targets,” on page 49

¢ Section 3.3.3, “Discovering All Machines in a Windows Domain,” on page 50

¢ Section 3.3.4, “Refreshing Machine Details,” on page 50

¢ Section 3.3.5, “Resetting the Mechanism Used to Authenticate Access to ESX Hosts,” on page 50

¢ Section 3.3.6, “Discovering Target Physical Machines,” on page 51

¢ Section 3.3.7, “Discovering, Registering and Preparing a VM for a Server Sync Job,” on page 53

¢ Section 3.3.8, “Discovery Guidelines for Machine Types and Credentials,” on page 53

3.3.1 Prepopulating the Servers View with Windows Computers in the
Network

PlateSpin Migrate’s Network Discovery feature automatically populates PlateSpin Migrate Client
with a list of Windows physical and virtual machines that are online. Unlike a full discovery,
Network discovery creates a list of machines but does not retrieve detailed inventory information
about each one, which is required for workload portability jobs.

The Network Discovery feature is necessary to discover all machines of a Windows domain in a
single job. See “Discovering All Machines in a Windows Domain” on page 50.

PlateSpin Migrate uses the standard Windows network browser function for the auto-discovery
feature. Because Linux workloads and virtual machine servers do not advertise to the Windows
network browser, they are not auto-discovered.
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The Network Discovery feature is enabled by default. To disable the feature or toggle between its
enabled/disabled modes, double-click Network Discovery in the bottom right corner of the PlateSpin

Migrate Client window.

Discovering the Details of Source Workloads and Targets

You can discover:

*

*

*

*

*

*

An individual physical machine

An individual virtual machine

An individual virtual machine server

Multiple virtual machine servers

All VMware ESX hosts affiliated with a VMware vCenter Server

Multiple machines

Before starting discovery operations, make sure PlateSpin Server can communicate with your source
workloads and targets. See Section 2.3.1, “Requirements for Discovery,” on page 28.

1 On the PlateSpin Migrate toolbar, click Discover Details.

or
In the Servers view, right-click in a blank area, then select Discover Detuails.

In the Discover Details dialog box, type the hostname or IP address of the source or target. To
discover multiple machines, specify multiple hostnames or IP addresses separated by
semicolons. If the target is behind a NAT device, specify its public (external) IP address.

See “Migrations Across Public and Private Networks through NAT” on page 30.

Discover Details

~Host Names and |IP Addresses - Use Semicolons :

[10.0188.139

~Machine Type

VMware vCerter
Citrix XenServer
L

¥ Save (Encrypted Locally)

Discover... I Close |

Discovered Servers: Unlimited

Select the machine type and provide administrator credentials for the machine you are
discovering.

See “Discovery Guidelines for Machine Types and Credentials” on page 53.

Discovering hosts with Xen Hypervisor systems results in these systems being registered as
PlateSpin Migrate source workloads (as opposed to VM host targets). For information about
using these platforms as workload portability targets, see “Semi-Automated Workload
Virtualization Using the X2P Workflow” on page 80.

(Optional) If you want to store these credentials for use during future jobs, enable the Save
(Encrypted Locally) option.
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5 Click Discover and wait for the process to complete.

6 (Optional) If you want to monitor the progress of the job, switch to the Jobs view.

3.3.3 Discovering All Machines in a Windows Domain

1 Enable the automatic Network Discovery feature.
See “Prepopulating the Servers View with Windows Computers in the Network” on page 48.

2 In PlateSpin Migrate Client, expand the domain listing containing the machines to be
discovered.

Right-click the domain name, then select Discover All Servers.
Specify domain-level administrator credentials.

Click Discover and wait for the process to complete.

o 01~ W

(Optional) If you want to monitor the progress of the job, switch to the Jobs view.

3.3.4 Refreshing Machine Details

You should routinely refresh your source workloads and targets before setting up a migration job.
To refresh a source or a target machine:

1 In the Servers view, right-click the required item, then select Refresh Details.

Refresh Details for ¥M DI-u5Toub.plate: 5'

Credentials

User Name : I oot

Password : I

Refresh... I Clase |

2 Specify the credentials appropriate for the system being refreshed, then click Refresh.

PlateSpin Migrate starts a discovery job, which you can monitor in the Jobs view.

3.3.5 Resetting the Mechanism Used to Authenticate Access to ESX Hosts

If you discover ESX hosts through a vCenter Server, all subsequent communications with these VM
hosts take place through the vCenter Server.

You can reset this access mechanism to Direct to ESX or back to Via vCenter:

1 Refresh the required ESX host.
See “Refreshing Machine Details” on page 50.

The system prompts you to select an access type:
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Refresh Details for Host compl84 X

- Select Access Type

{" Direct to E5x

(% viaMware vCenter | 10.99.118.2%9

~wCenter Credentials:

User Mame: .- nikiistrato

Password : quuu

[V Save Enciypted Localy)

Refresh... I Close |

2 Select the required option, then click Refresh.

PlateSpin Migrate rediscovers the required ESX host by using the specified access mechanism,
which it uses for all subsequent communications with that host.

3.3.6  Discovering Target Physical Machines

To discover a physical target and inventory its hardware components, you must boot the target
machine with the PlateSpin boot ISO image on a CD or other media, from which your target can be
booted. A similar process is used to migrate workloads to virtualization platforms that use the semi-
automated virtualization process, whereby a target virtual machine on a virtual machine host is
regarded as a physical target (see “Semi-Automated Workload Virtualization Using the X2P
Workflow” on page 80).

¢ “Downloading the PlateSpin Boot ISO Image” on page 51

¢ “Injecting Additional Device Drivers into the Boot ISO Image” on page 52

¢ “Registering Physical Targets Using the PlateSpin Boot ISO Image” on page 52

¢ “Performing an Unattended Registration of a Target Physical Machine” on page 53

Downloading the PlateSpin Boot ISO Image

You can download the PlateSpin boot ISO image (PlateSpinBoot . IS0) from the PlateSpin Migrate
area of Novell Downloads (http://download.novell.com) by doing a search with the following
parameters:

¢ Product or Technology: PlateSpin Migrate

* Select Version: 9.3

¢ Date Range: A11 Dates
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Injecting Additional Device Drivers into the Boot ISO Image

The PlateSpin boot ISO image contains a large library of device drivers sufficient to boot most
common targets. However, occasionally you might want to use your own, such as lesser-known,
vendor-specific or custom-developed drivers.

To inject drivers into the PlateSpin boot ISO image:

1 Download the PlateSpin boot ISO image (PlateSpinBoot . IS0) from Novell Downloads. See
Downloading the PlateSpin Boot ISO Image.

2 Obtain or compile the required *.ko driver files.

IMPORTANT: Make sure the drivers are valid for the kernel included with the ISO file
(2.6.16.21-0.8-default) and are appropriate for the target architecture.

3 Mount the ISO image in any Linux machine (root credentials required). Use the following
command syntax:

mount -o loop <path-to-ISO> <mount_point>

4 Copy the rebuildiso.sh script, located in the /tools subdirectory of the mounted ISO file, into
a temporary working directory.

5 Create another working directory for the required driver files and save them in that directory.

6 In the directory where you saved the rebuildiso. sh script, run the following command as root:
./rebuildiso.sh -i <ISO_file> -d <driver_dir> -m 1586 |x86_64
On completion, the ISO file is updated with the additional drivers.

7 Unmount the ISO file (execute the command unmount <mount_point>).

Registering Physical Targets Using the PlateSpin Boot ISO Image

Complete these steps to register your target with PlateSpin Server when you are using an unmodified
boot ISO image. If you want to inject additional device drivers into the image (Linux workloads
only), first complete the steps in Injecting Additional Device Drivers into the Boot ISO Image

(page 52).
To boot the target physical machine and register it with the PlateSpin Migrate Server:
1 Burn the PlateSpin boot ISO image on a CD or save it to the required media, from which your
target can boot.
2 Boot the target machine from the ISO image.
3 (Conditional) For 64-bit systems, at the initial boot prompt, type the following:
+ psé4 (for systems with up to 512 MB RAM)
¢ ps64_512m (for systems with more than 512 MB RAM)
Press Enter.
4 When prompted, enter the PlateSpin Server URL, using the following format:
http://<hostname | IP_address>/platespinmigrate

Replace <hostname | IP_address> with the hostname or the IP address of your PlateSpin Server
host.

5 Enter your credentials for the PlateSpin Server.
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6 Specify a static IP address or indicate that the machine should dynamically obtain an IP address
from a DHCP server.

7 Enter a name for the target host and specify an existing PlateSpin Migrate Network to work
with.

After a few moments, PlateSpin Migrate displays the physical target in the Servers view.

Performing an Unattended Registration of a Target Physical Machine

PlateSpin Migrate provides a mechanism for automating a target physical machine’s registration
with the PlateSpin Server. This involves updating the boot ISO image with specific registration
information before booting the target.

For details, see KB Article 7920832 (https://www.netiq.com/support/kb/doc.php?id=7920832).

3.3.7 Discovering, Registering and Preparing a VM for a Server Sync Job

If you want to synchronize two workloads, and if your synchronization target is a virtual machine,
you must discover and register an appropriate virtual machine first. For information about the Server
Sync feature, see “Synchronizing Workloads with Server Sync” on page 76.

1 On your virtual machine host, create a virtual machine with the desired specifications and install
the operating system that matches the intended source workload, including the exact service
pack.

2 Discover the virtual machine host or refresh its details.

3 In the Servers view, right-click the newly created virtual machine underneath the virtual
machine server, then select Prepare for synchronization.

4 Specify administrator credentials for the virtual machine server.

5 (Optional) If you want to store these credentials for use during future jobs, enable the Save
(Encrypted Locally) option.

6 (Optional) To configure the temporary (Take Control) network settings, such as choosing which
virtual network to use from those available on the virtual machine server and configuring TCP/
IP settings, click Configure, then configure the network settings as required.

7 Click Prepare and wait for the job to complete.

On completion, the Servers view lists a new Server Sync target underneath the VM host: &

3.3.8 Discovery Guidelines for Machine Types and Credentials

The following are guidelines for machine type selection, credential format, and syntax for discovery
parameters.
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Table 3-2 Guidelines for Discovery Parameters

Machine
To Discover Type Credentials Remarks
Selection
All Windows Windows Local or domain For the username, use this format:
workloads admin credentials.
¢ For domain member machines:
PlateSpin Image authority\principal
Servers .
* For workgroup member machines:
hostname\principal
All Linux Linux Root-level username  Non-root accounts must be properly
workloads and password configured to use sudo. See KB Article
7920711 (https://www.netiq.com/support/kb/
doc.php?id=7920711).
VMware ESX VMware ESX ESX account with
hosts admin role
OR
Windows domain
credentials (versions 4
and 4.1 only)
VMware ESX VMware VMware vCenter Web  All subsequent communications with ESX
hosts affiliated vCenter service credentials hosts take place through the vCenter Server.
with a VMware (username and To reset the access mechanism to Direct to
vCenter Server password) ESX or back to Via vCenter, refresh the
details of the required ESX host and select
OR the required option. See “Resetting the
Windows domain l&/lg:(hgms;nl Used to gléthentlcate Access to
credentials (versions 4 oSS on page So.
and 4.1 only)
Citrix XenServer  Citrix username root along XenServer hosts currently do not support
VM hosts XenServer with the associated multiple root-level user accounts

password

Analyzing Machines with PlateSpin Analyzer

Before you begin any large-scale migration projects, you should identify potential migration

problems and correct them beforehand. Use the PlateSpin Analyzer utility to determine whether
discovered machines are suitable for migration jobs.

NOTE: PlateSpin Analyzer currently supports only Windows workloads.

To open PlateSpin Analyzer:

1 On the Tools menu, click Analyze Servers.

The PlateSpin Analyzer window opens.

2 Select the required PlateSpin Migrate Network and the required machines to analyze.

3 (Optional) To reduce the analysis time, limit the scope of machines to a specific language.
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4 (Optional) To analyze machines in the inventory of a different PlateSpin Server, click Connect,
then specify the required PlateSpin Server URL and valid credentials.

5 Click Analyze.

Depending on the number of discovered machines you select, the analysis might take a few
seconds to several minutes.

Analyzed servers are listed in the left pane. Select a server to view test results in the right pane. Test
results can be any combination of the following:

Table 3-3 Status Messages in PlateSpin Analyzer Test Results

Result Description
Passed The machine passed the PlateSpin Analyzer tests.
Warning One or more tests returned warnings for the machine, indicating potential migration issues.

Click the hostname to see the details.

Failed One or more tests failed for this machine. Click the hostname to see the details and obtain
more information.

The Summary tab provides a listing of the number of machines analyzed and not checked, as well as
those that passed the test, failed the test, or were assigned a warning status.

The Test Results tab provides the following information:

Table 3-4 PlateSpin Analyzer Test Results Tab

Section Details

System Test Validates that the machine fulfills PlateSpin Migrate’s minimum
hardware and operating system requirements.

Take Control Hardware Support Checks for source hardware compatibility for offline migration.

Target Hardware Support Checks hardware compatibility for use as a target physical
machine.

Software Test Checks for applications that must be shut down for Live Transfer,

and databases that should be shut down during Live Transfer to
guarantee transactional integrity.

Incompatible Application Test Verifies that applications known to interfere with the migration
process are not installed on the system. These applications are
stored in the Incompatible Application Database. To add, delete,
or edit entries in this database, select Incompatible Application
from the Tools menu.

The Properties tab provides detailed information about a selected machine.

For more information about using PlateSpin Analyzer and understanding the results, see KB Article
7920478 (https://www.netiq.com/support/kb/doc.php?id=7920478).
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351

3.5.2

Working with Device Drivers

PlateSpin Migrate ships with a library of device drivers, and during migration jobs it automatically
installs the appropriate ones for the target. To determine if the required drivers are available, use
PlateSpin Analyzer. See “Analyzing Machines with PlateSpin Analyzer” on page 54.

If PlateSpin Analyzer encounters missing or incompatible drivers, or if you require specific drivers
for your target infrastructure, you might need to add (upload) drivers to the PlateSpin Migrate driver
database.

In addition,

¢ Section 3.5.1, “Packaging Device Drivers for Windows Systems,” on page 56

¢ Section 3.5.2, “Packaging Device Drivers for Linux Systems,” on page 56

¢ Section 3.5.3, “Uploading Drivers to the PlateSpin Migrate Device Driver Database,” on page 57
¢ Section 3.5.4, “Using the Plug and Play (PnP) ID Translator Feature,” on page 58

Packaging Device Drivers for Windows Systems

To package your Windows device drivers for uploading to the PlateSpin Migrate driver database:

1 Prepare all interdependent driver files (* . sys, *.inf, *.d11, etc.) for your target infrastructure
and device. If you have obtained manufacturer-specific drivers as a . zip archive or an
executable, extract them first.

2 Save the driver files in separate folders, with a discrete folder per device.

The drivers are now ready for upload. See Section 3.5.3, “Uploading Drivers to the PlateSpin Migrate
Device Driver Database,” on page 57.

NOTE: For problem-free operation of your migration job and the target workload, upload only
digitally signed drivers for:

¢ All 64-bit Windows systems

¢ 32-bit versions of Windows Vista and Windows Server 2008, and Windows 7 systems

Packaging Device Drivers for Linux Systems

To package your Linux device drivers for uploading to the PlateSpin Migrate driver database, you
can use a custom utility included in your Linux ISO boot image.

1 On a Linux workstation, create a directory for your device driver files. All the drivers in the
directory must be for the same kernel and architecture.

2 Download the boot image and mount it.
For example, assuming that the ISO has been copied under the /root directory, issue these

commands:

# mkdir /mnt/ps
# mount -o loop /root/linuxphysicaltarget.iso /mnt/ps

3 From the /tools subdirectory of the mounted ISO image, copy the packageModules.tar.gz
archive into a another working directory and extract it.

For example, with the .gz file is inside your current working directory, issue this command:
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tar -xvzf packageModules.tar.gz

4 Enter the working directory and execute the following command:
. /PackageModules.sh -d <path_to_driver_dir> -o <package name>

Replace <path_to_driver_dir> with the actual path to the directory where you saved you driver
files, and <package name> with the actual package name, using the following format:

Drivername-driverversion-dist-kernelversion-arch . pkg

For example, bnx2x-1.48.107-RHEL4-2.6.9-11.EL-1686.pkg

The package is now ready for upload. See .Section 3.5.3, “Uploading Drivers to the PlateSpin Migrate
Device Driver Database,” on page 57

Uploading Drivers to the PlateSpin Migrate Device Driver Database

Use the PlateSpin Driver Manager to upload device drivers to the driver database.

NOTE: On upload, PlateSpin Migrate does not validate drivers against selected operating system

types or their bit specifications; make sure that you only upload drivers that are appropriate for your
target infrastructure.

¢ “Device Driver Upload Procedure (Windows)” on page 57

¢ “Device Driver Upload Procedure (Linux)” on page 58

Device Driver Upload Procedure (Windows)

1 Obtain and prepare the required device drivers.

See Packaging Device Drivers for Windows Systems.

2 Click Tools > Manage Device Drivers and select the Windows Drivers tab:

windows Diivers | Linux Drivers |

~ Show Drivers For:

‘ Windows< | 2l

| Neulral

| buill-in |5/3tuzuus ‘ Standard

05 Type: Service Pack: Language: Hardware M anutacturer:
[windawsPusa -] Jan -~ Newtral -~
El
Standard
Drag a column header here to groun by that calumn g;fg;ffe?m
A [Prpld| Vendor | Model | Desoiipti | Version Senice | Languag|_Source | Update]Mvaeseiver
[®] C |[5] Contai |[®] Contai |[®] Conta |[®] Conta |[®] Cantai |[8] Contain |[®] Cont |[®] Cont |[8] Contai |[S] Contdgys
bl | ‘
14841 |sc5\ ‘ Microsoft |ATL.NTa ‘ATL ER |52.37su |1wuwzuu

14842

14844 [ 5CSI

Microsoft

ATLMTa

ATLMNTa

ATLT10 [ 5.2.3790 [10401/200

Windows

Al Meutral

Meutral

built-in 543042009 | Standard
built-in nda
built-i 5/30/2009 | Standard

Microgoft ATLFI0 [ B.2.3790 (104017200 | Windows [ Al Meutral L
14845 SCSI | Microsoft | ATLMTa | ATL 710 [ 5.2.3790 (10/01/200 | Windows< | Al Neutral | builkin 5/30/2009 | Standard
14846 SCSI | Microsoft | ATLMTa | ATLP10 [ 5.2.3790 (10/01/200 | Windowsk | Al Neutral | built-in 5/30/2009 | Standard -|
Help 3% Delete Drivers... | 4 Upload Drivers.. | Close

3 Click Upload Drivers, browse to the folder that contains the required driver files, and select
applicable OS type, language, and hardware manufacturer options.
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58

« Driver Sel ~Upload Drivers For:
Driver Folder Path: 05 Types
| "\machine 128"Share'\Diivers\DL380G 6\cp010857 =l P FT Windows)FxB4 ]
57 Windows2003
oo
## [ Select Pnpld | Vendor| Model |Descriptio| Version Date | =] 10
__ |™] Conta |[®] Centa |[W] Con |[®] Contai |[8] Contai |[®] Contains  |[8] Contai zo
A
= Al
L \nfind, 003,
1 »| [ |PCIVEN]Hewlst| HPQNT |HPHCTT [12202 05/29/200 [] English =]
2 | PCIVEN | Hewlet | HPGNT | HPNCT7 | 12202 05123200 E E’e"c"
erman
3 ¢ | PCIWEN | Hewlet | HPGQ.NT | HP NCE7 |1220.2 05/29/200 IZ!
4 ~ PCIWEN | Hewlet | HPQUNT | HP NC77 |122.0.2 05/28/200 1 Neutral =
5 F | PCIWEN | Hewlet | HPQNT |HPNCT7 |12202 5257200 Hardware Manufacturer:
B ¢ | PCIWEN | Hewlet | HPQ.NT |HPNCT7 |1220.2 05/29/200 [standard =]
7 [ | PCIWEN | Hewlet |HPQNT |HPNCT7 [12202 05/23/200 N
B ¥ | PCIWEN | Hewlet | HPGQNT |HPNCT7 | 12202 5257200
B = Ternen Toas Toon e Toowr= T )
4 Upload.. Close |
A

For most X2P migrations, select Standard as the Hardware Manufacturer option, unless your
drivers are designed specifically for any of the target environments listed.

4 Click Upload and confirm your selections when prompted.

The system uploads the selected drivers to the driver database.

Device Driver Upload Procedure (Linux)

1 Obtain and prepare the required device drivers.
See Packaging Device Drivers for Linux Systems.

2 Click Tools > Manage Device Drivers and select the Linux Drivers tab:

‘wfindows Drivers VLmux Dnvers‘l
~Search For Drivers By
Driver Name: Vendor ID: Device ID:
[ <Enter Driver Name> ¢ [<Enter Vendor D> [[<Enter Device ID EeEED e D |
Drag a column header here to group by that column.
& Driver Name Architecture Update Date Driver Source Driver Type Kernel Version =
[5] Contains [®] Contains [®] Contains [®] Contains [®] Contains [®] Contains
1y nicstar xE6 8197201053823 | Baseline Unknawn 2618825
H lanai xE6 8197201053820 | Baseline Unknown 2655 ELsmp
3 aacraid XE6_B4@ohboot |8/9/20106:38.17 | Baseline Unknawn 26.16.21-0.8-default
D Servervorks XE6_Gi@ohboot |B9/20105:38:17 | Baseline Unknawn 26.16.21-0.6-default
5 sungem %86 /97201053822 | Baseline Unknawn 26855 EL
6 istallion %86 8/972010538:25 | Baseline Unknawn 2419-4GB
7 <7520 _sdac %86 8/972010538:21 | Baseline Unknawn 265-42ELsmp
8 mptic xB6@VMvareES |B/3/20105:38:42 | Baseline Unknovn 2.65-7.244-default
9 gdth xB6 8197201053822 | Baseline Unknown 26.9-55EL
0 [zr3s067 XE6 8197201053825 | Baseline Unknown 24154GB
ST Snd-ens1371 xE6 8197201053824 | Baseline Unknown 2618 8el5
12 [mptic XEB_B4@VMware | 8192010 6:35.37 | Baseline Unknawn 26542 ELsmp
12 [mptsas %E6_GA@\/Mware | 8972010 5:39:36 | Baseline Unknawn 26534 ELlargesmp 4}
Help 38 Delete Drivers | & Upload Drivers | Close |
¥

3 Click Upload Drivers, browse to the folder that contains the required driver package (* .pkg), and
click Upload All Drivers.

The system uploads the selected drivers to the driver database.

3.5.4 Using the Plug and Play (PnP) ID Translator Feature

“Plug and Play” (PnP) refers to Windows operating system functionality that supports connectivity,
configuration, and management with native plug and play devices. In Windows, the feature
facilitates discovery of PnP compliant hardware devices attached to a PnP compliant bus. PnP
compliant devices are assigned a set of Device Identification Strings by their manufacturer. These
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strings are programmed into the device when it is built. These strings are fundamental to how PnP
works: they are part of the Windows' information source used to match the device with a suitable
driver.

When the PlateSpin Server discovers workloads and their available hardware, the discovery includes
these PnP IDs and the storage of that data as part of the workload’s details. PlateSpin uses the IDs to
determine which, if any, drivers need to be injected during a failover/failback operation. The
PlateSpin Server maintains a database of PnP IDs for the associated drivers of each of the supported
operating systems. Because Windows and Linux use different formats for PnP IDs, a Windows
workload discovered by the Protect Linux RAM disk contains Linux-style PnP IDs.

These IDs are formatted consistently, so PlateSpin can apply a standard transformation to each of
them to determine its corresponding Windows PnP ID. The translation occurs automatically within
the PlateSpin product. The feature lets you or a support technician add, edit or remove custom PnP

mappings.

Follow these steps to use the PnP ID Translation feature:

1 Launch the PlateSpin Driver Manager tool and connect to the PlateSpin Server.

2 In the Driver Manager tool, select the PNP ID Translation tab to open the PNP ID Translation list,
which includes the currently known custom PnP ID mappings.

_ ) PlateSpin Driver Manager ‘ =0 ”El |@
File  Help
hitps: /Aacalhost/PlateS pinMigrate i Conrect... |
Windows Diivers | Linus Drivers | PNPID Translation
PP ID Translation
Linux PNP Id Windaws PNP Id
Add
Muodify
Remove
User: TIGE\jas Role: PlateS pin Administator

3 On the list page, click Add to display the Create PNP ID Mapping dialog box.
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4 In the Linux PNP ID field, add a Linux PnP ID.
4a (Conditional) If you know it, type the Linux PnP ID you want to use.
or
4b (Conditional) Select an ID from a previously discovered workload:

4b1 Adjacent to the Linux PnP ID field, click Select to open the Select Linux PnP ID dialog
box.

Select Linux Device
IDrag a column header here to group by that column. _
Manufacturer Model PNP 1D Device ID Altemate PNP IDs
Select Machine:
[ ok || Ccancel |

4b2 On the dialog box, click Select Machine to display a list of the machines previously
discovered by the PlateSpin Linux RAM disk.

4b3 Highlight one of the devices in the list, then click Select to populate the list in the Select
Linux PnP ID dialog box.
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Select Linux Device

Manufacturer Model PNP ID Device ID Altemate PNP IDs
'y YMware Virtual disk

Viware Virtual disk

Intel Corporation 82545EM Gigabit Et.. PCl / VendorD Ox.. 02:00.0

Genuinelntel Intel(R) ¥eon(R] CP..

Intel Corporation 82371AB/EB/MB PIl.. PCl / VendorD Ox.. 00:071
LS| Logic (Was: Sy.. LSIS3C1020/1030 P.. PCl / VendorD Ox.. 00:10.0

4b4 Select a device on the list, then click OK to apply the standard transformation to the
PnP ID and display it in the Create PnP ID Mapping dialog box.

5 In the Windows PNP ID field, add a Windows PnP ID:
5a (Conditional) If you know it, type the Windows PnP ID you want to use.
or

5b (Conditional) Adjacent to the Windows PNP ID field, click Select to open a mapping tool that
presents three methods for helping you map a the Windows PnP ID:

¢ Under the Driver File tab, browse to and select a Windows driver file (that is, a file with
the *.inf extension), select the desired PnP ID, then click Modify.

via|

Driver File | Diiver Database | Select Machine
Driver Selection
Driver Folder Path:
CADRIVERS\WIN\E THERNET\PROTOUNWinGZANDIS6Z (=] e (]
_[E Prpld Vendor Model Descripi Date  Versi 0S5 Typ  Service Languag Souce Update Package Haidwarem  Hardware mo =
‘ Con |8 Cont .E_Ew_l__li_l_@ |@__c_ lelﬂc_m’@cw wFiltm s |8 Cotains |4
:1 Y PCINVEN IntelNT IntelfR] 01/11/2 111 Unknow CADRI 01/01/0 Standard
2 | PCIVEN | Irtel IntelNT | IntellR) |01/11/2{ 11.1 | Unknow CADRI | 01/01/0 Standard
3 PCINVEN | Intel IntelNT | IntellR) |01/11/2{ 11.1 | Unknow CADRI | 01/01/0 Standard
4 PCIAVEN | Intel IntelNT | IntelfR) |01/11/2{ 11.1 | Unknow CADRI | 01/01/0 Standard
5 PCI\VEN | Intel IntelNT | IntellR) |01/11/2{ 11.1 | Unknow CADRI | 01/01/0 Standard
[6 PCIAVEN | Intel IntelNT | IntellR) |01/11/2] 11.1 | Unknow CADRI | 01/01/0 Standard
7 PCIAVEN | Intel IntelNT | IntellR) |01/1142] 11.1 | Unknow CADRI | 01/01/0 Standard
8 PCI\VEN | Intel IntelNT | IntelfR) |01/11/2{ 11.1 | Unknow CADRI | 01/01/0 Standard
L] PCAVEN | Intel IntelNT | IntellR) |01/11/2{ 11.1 | Unknow CADRI | 01/01/0 Standard
:‘1l] PCIAWEN | Intel IntelNT | IntellR) |01/11/2] 11.1 | Unknow CADRI | 01/01/0 Standard
;11 PCINWEN | Intel IntelNT | IntellR) |01/11/2) 11.1 | Unknow CADRI | 01/01/0 Standard
512 PCIAVEN | Intel IntelNT | IntelfR) |01/11/2{ 11.1 | Unknow CADRI nm:nfﬁ[ Standard -
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¢ Under the Driver Database tab, browse to and select the existing driver database, select
the correct PnP ID, then select Modify.

Show Drivers For:
0S Type: Service Pack: Language: Hardware Manufacturer;
(Windows2000 [ [ 5] Newrsl  [=] w =

Drag a column header here to group by that column

Prpld  Vendor Model Descripti  Version Date 05 Type  Service Languag Source  Update Tm  Hadware Hardware mo
[8] C |[& Contain |[E] Conta |[&] Cont |[E] Contai |[] Contai |[&] Contain |[E] Cont |[H] Conta |[E] Contai |[E] Contain |[] Contain |[&] Contains

¢ Under the Select Machine tab, click Select Machine, then, from the list of Windows
machines discovered using live discovery, select a machine, click OK to display its
devices, select the desired PnP ID, then click Modify.

Manufacturer Model
Intel Inte[R) PRO/1000 MT Networ...
(Standard IDE ATA/ATAPI cont.. IDE Channel
(Standard IDE ATA/ATAPI cont.. IDE Channel

» Intel(R) 82371AB/EB PCl Bus.
LSl LSI_x0020_Adapter_x002C_..
Genuinelntz! Intel Processor
(Standard disk drives) YMware Vitual disk SCSI Dis..

[Standard disk drives) YMwate Vitual disk SCSI Dis...

NECWMWar YMware IDE CD..

PNP 1D

PCINVEMN_B08BLDEY_100F .

Intel-PIl:4
Intel-PIlX4

PCIY

SCSINDISKEVEN_VMWAR..
SCSINDISKEVEN_VMWAR..

PC BOBBEDEV_ 7177
PCINVEN_10008DEV_0054...

Diiver File | Diiver Database | Select Machine
Drag a column header here to group by that column.

Device ID

7

Intel-PIlx4

Intel-PIX4
PCI\VEN_8086tDEV_711
PCINVEN_10006DEV_005..
CPUD
MWAPHYSICALDRIVED
SMAPHYSICALDRIVET
\Device\FloppyQ
\Device\CdRom0

Altemate PNP IDs

Systern String]]
System.Skring()
Systern. Sting[]

IMPORTANT: Selecting a Windows PnP ID that does not have an associated driver
package installed might result in a failure at failover/failback time.

6 In the Create PnP Id Mapping dialog box, confirm that the correct Linux PnP ID and the correct
Windows PnP are selected, then click OK to display the PNP ID Translation page of the

PlateSpin Driver Manager.
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") PlateSpin Driver Manager
File  Help

oo/
https: /ocalhost/PlateS pintigrate r onnect...
Windows Drivers | Linux Drivers | PNP ID Translation

PNP D Trensletion

Linux PNF 1d

Windows PNP Id

User: TIGEjastin

Role: PlateSpin Administrator

7 (Optional) To modify or remove the mapping in the PNP ID Translation list, select the mapping
pattern, then click Remove or Modify, depending on the operation you want to perform.

Remove simply deletes the mapping (after displaying a confirmation dialog box).
To modity,

7a Click Modify to open the Create PNP id Mapping dialog box.
7b Repeat Step 5 on page 61 to modify the Windows PnP ID.

NOTE: You cannot select or modify the Linux PnP ID.

3.6 Managing Custom Actions

PlateSpin Migrate provides you with the capability to automatically execute custom actions, such as
batch files and scripts.

¢ Section 3.6.1, “Managing Post-migration Actions (Windows and Linux),” on page 64

¢ Section 3.6.2, “Freeze and Thaw Scripting Capabilities (Linux Block-Level Migrations),” on
page 65
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3.6.1

Managing Post-migration Actions (Windows and Linux)

To automate specific post-migration tasks on your target, you can include a custom action, such as a
batch file, a shell script, or a program executable, in your migration job. At the end of the migration
process, PlateSpin Migrate uploads the specified action, along with its dependencies, to the target
and executes it.

Custom post-migration actions are supported for the following job types:

¢ One-time Server Sync

¢ Peer-to-peer workload migration

For the capability to select a post-migration action to run as part of a migration job, you must first
save the action and its dependencies in a dedicated directory and add it to the PlateSpin Server’s
library. The maximum size of the directory must not exceed 64 MB. For information about raising this
limit, see “Increasing the Size Limit on Post-migration Actions Uploaded to the PlateSpin Server” on
page 37.

Use the following procedure for adding a post-migration action to the PlateSpin Server’s library of
custom actions.

1 Create the action, test it on a sample workload, and save it together with its dependencies in a
directory that the PlateSpin Server can access.

Take special care when developing post-migration actions for Linux workloads, which allow
different characters in file names and support different ACL (Access Control List) permissions.
For Linux operating systems, amalgamate the action’s directory structure into a single file.

See KB Article 7970214 (https://www.netiq.com/support/kb/doc.php?id=7970214).
2 In the PlateSpin Migrate Client, click Tools > Manage Actions.

3 Click Add.
—&dd Action
Action Mame: I #2P_|Pcaonfig

@iafindowst O Linus © Solatis

~Files :

Action Folder: CMemph81 04zMOCKLPS Browse. . |
File M ame | Size | Date Modified | Fiefresh |
[post-conversion] ACTIONS W2P_IPYT bat 273KB £/12/2003 12:05:18 &M
[post-conversion] ACTIONS W<2P_IP42 bat 30.29KB 6/12/2003 12:07:18 AM G ta Falder |
[post-conversion] ACTIONS W2P_IP43. bat 18.42KR £/12/2009 12:08:00 Ak
[post-conversion] ACTIONS X2P_IPYA2P_IP bat 4ESKE £/12/2009 12:08:17 Ak

[post-conversion] ACTIONSW2P_IPYCER_IP exe 228.05KB BA12/200312:12:32 AM

File to Execute: I [post-conversion] ACTIONSWH2ZP_IPW2P_IP.exe Set

[~ Default Options :

Command line argurments: I

Execution timeot: I i} 3: seconds
V' No timeout
Help | akK I Cancel |

4 In the Add Action window, type a name for your custom action, select the target operating
system type, then browse to and select the directory that contains the required action with its
dependencies.
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PlateSpin Migrate populates the list with the contents of the selected folder.
5 In the File Name column, select the required executable, then click Set.

6 In the Default Options section, specify any required command line arguments and an execution
timeout, then click OK.

PlateSpin Migrate packages and uploads the library.

The action is now available for selection in migration jobs. See “Including a Custom Post-migration
Action in a Migration Job” on page 138.

Freeze and Thaw Scripting Capabilities (Linux Block-Level Migrations)

PlateSpin Migrate provides an additional means of control over your Linux block-level migration
process — the freeze and thaw shell scripts.

These scripts are executed during Linux workload migrations, at the beginning and end of block-
level data transfer sessions. Specifically, they interject in the migration process in the following
fashion:

1. First pass of all volumes without snapshots:

¢ Regular (non-LVM) volumes

¢ LVM without enough space to take a snapshot
Freeze script
Take snapshots
Second pass of all non-snapshot volumes

Thaw script

SN

Transfer volume snapshots

You can use this capability to complement the automated daemon control feature provided through
the user interface (see “Handling Source Workload Services or Daemons During Live Transfer
(Windows and Linux)” on page 121.

For example, you might want to use this feature to cause an application to flush its data to disk so
that the workload remains in a more consistent state during a Live Transfer migration.

To use the feature, do the following before setting up your migration job:

1 Create the following files:

¢ platespin.freeze.sh— to contain the freeze shell script logic

¢ platespin.thaw.sh— to contain the thaw shell script logic

¢ platespin.conf. A text file defining any required arguments, along with a timeout value.
The required format for the contents of the platespin. conf file is:
[ServiceControl]
(optional) FreezeArguments=<arguments>
(optional) ThawArguments=<arguments>
(optional) TimeOut=<timeout>

Replace <arguments> with the required command arguments, separated by a space, and
<timeout> with a timeout value in seconds. If unspecified, the default timeout is used (60
seconds).
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3.7

3.7.1

2 Save the scripts, along with the . conf file, on your Linux source workload, in the following
directory:

/etc/platespin/

Setting Up, Executing, and Managing Jobs

Most discovery and portability operations are defined, executed, and monitored as PlateSpin Migrate
jobs.

¢ Section 3.7.1, “Setting Up a Migration Job (Wizard vs. Advanced),” on page 66

¢ Section 3.7.2, “Pre-migration Job Validation,” on page 70

¢ Section 3.7.3, “Saving Migration Jobs,” on page 70

¢ Section 3.7.4, “Starting a Saved Migration Job in the Jobs View,” on page 70

¢ Section 3.7.5, “Changing the Start Time of a Saved Migration Job,” on page 71

¢ Section 3.7.6, “Viewing the Parameters of a Completed or In-Progress Migration Job,” on page 71

¢ Section 3.7.7, “Canceling an In-Progress Job,” on page 71

¢ Section 3.7.8, “Controlling the State of Source Workloads in the Jobs View,” on page 71

¢ Section 3.7.9, “Generating Job Reports,” on page 71

¢ Section 3.7.10, “Job Diagnostics,” on page 72

Setting Up a Migration Job (Wizard vs. Advanced)

You can set up a migration job and specify the job configuration parameters in one of the following
two modes:

¢ Advanced mode (Windows and Linux): Uses the Conversion Job window, which provides
access to job configuration parameters.

¢ Wizard mode (Windows only): Provides a convenient subset of the Advanced method and
interactively captures only the essential parameters of a migration job.

The following sections provide more information:

¢ “Differences Between the Advanced and Wizard Job Configuration Modes” on page 66

¢ “Starting a Migration Job” on page 68

Differences Between the Advanced and Wizard Job Configuration Modes

The Advanced (Windows and Linux) and Wizard (Windows only) job configuration modes differ in
the extent of available configuration options.

In Wizard mode, PlateSpin Migrate provides a convenient subset of the Advanced method,
interactively captures the essential parameters of a migration job, itemizes settings specified in
previous wizard pages, and provides a summary at the end.
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Figure 3-6 Job Configuration Window in Wizard (Windows only) Mode

Conversion Wizard (Move NY-AD-01 to LA-DR-ESX)
& Summary
5 Credentials Transfer Oplions |
Live File based transfer
@ Transfer Options
Host Name
h Host Name NY-ADDT
h MNetworking Networking
; VM Corfiqurati Guest NIC 1: 10.1.17.12
% OMAUIHEN 1| Guest NIC 2 DHCP
. Target take control: DHCP
- Volumes
. VM Configuration
T3 B3 Disks
WM Name: NY-AD-01_VM
e . Configuration Path: Avmfs./volumes./storage 1/NY-A0-01_VM/NY-AD-01_VM v
b Senvices Memory: 3.5 GB
:.;3 Transfer Services Volumes
N Converting 2 out of 2 YVolume(s)
el Post-Migration Converting 0 out of 1 Non-volume Partition(s)
h m Additional ftems ... Disks e
E.:E T Creating 2 new virtual dishs).
Services
No changes to services start-up modes will be made
Help | Advanced | <Back | | [ cancel Se |
A

In Advanced mode, PlateSpin Migrate provides access to enhanced job configuration options and

advanced settings for some aspects of a migration job. In Advanced mode, you access settings for an

aspect of a migration job by clicking links that are grouped in categories. To hide or show category

details, click the category bar.
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Figure 3-7 Job Configuration Window in Advanced Mode

Peer-to-Peer Conversion Job - Sample Environment !EI E

Source Server Target Virtual Machine Server

S[’”'“BSE" ~ demo-source ™, 10.1.10.201
N \Windows 2003 Enterprise (5.2.3730) VMware ESX Server (3.5.0.110268)
E‘a del

i
Configure Defaulis

i A
-_75"3'“ sln b Job Canfiguration ﬂ:
Job Configt 2 Replication During the conversion, the source machine will remain: Online
s The hastname NY-AD-01 is currently in use by the source machine
§A End States &, Duplicate IP address between the source machine and the target machine;
=3 VMware ES e “ After the conversion, the source machine state will be: Powered On
After the conversion, the target machine state will be: Powered On
T . Encryption: Disabled
MNetwork Ca 4 Network Compression: Disabled
m Bandwidth Throttling: Disabled
i ") Schedule Scheduled to start immediately
o
< 8¢ Operating ¢ B frces Source : The credentials are invalid or are blank
?‘fl.l'g. B2 9 o) fccess E:’Target The credentials are invalid or are blank
(=) Alerts Ewvent Motifications will not be sent for this job
=1 Drive Confit ~  Take Control Source take control is disabled, because live transfer is selected
""‘3 i o s E:’Target Valid IPv4 Address reguired
— -ﬂ License : The license key will be automatically selected during the conversion
=, Additional I L b Post-Migration No Action scheduled to run
: i i i ¥
2‘3 VMware ESX Virtual Machine Configuration

H Network Configuration
s

<«

b 1
7’3’& Operating System and Application Configuration

«

1.:3 Dirive Configuration

|§_L Additional ltems For Review -

e Help m All errors must be resclved before continuing Save | 'l Start Cancel |
il | I : T %

You can access the following enhanced job configuration options in Advanced mode, but cannot
access them in Wizard mode:

¢ Specifying a non-default license for a migration job.

See “Selecting a License Key for a Migration Job” on page 99.
¢ Enabling automatic job progress and status notifications.
See “Configuring Automatic E-Mail Alerts of Job Status and Progress” on page 100.
¢ Job scheduling options.
See “Job Scheduling” on page 107.
¢ Advanced options for target virtual machine configuration.
See “Virtualization Platform-Specific and Advanced VM Configuration Options” on page 116.
¢ Saving the job for on-demand execution at a later time.

See “Saving Migration Jobs” on page 70.

Starting a Migration Job

To start setting up a migration job and select either the Advanced or the Wizard method:

1 Open the Action window by using one of the following methods:
¢ Drag a discovered source and drop it on a discovered target.

¢ Click a task in the Tasks pane.
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+ Click the New Job toolbar.

¢ In the Jobs view, right-click a source and select a command from the context menu.
Available commands depend on the type of source.

The Action window opens:

Action E3
3 NY-AD-01 - LA-DR-ESX
- Y
Windows 2002 Enterprise VMware ESX Server
10.1.17.12 (dema) 10.1.10.201
Source: Target:
Hostname ¢ |«| ~Actions ———————————— Hostname & I;
2, AH-SLEST0-UM " Copy Workload A BAREMETAL
& AMNPDCT = il LA-BLADE-ESK3-04
*  Maove Workload
2, DEMO-RHELSUT e ® LADR-ESX
& DT-TEST " Capture Image i LA-ESX25
& LA-SUSE-Linux ™ Deploy Image i LA-ESX-01
B LAVISTA-G4 O b il LA-ESX3-64Bit
B LINX2PServerSyne-Sre A o 9 i LINXZP-MEKWUA (LINXZPServers..
™ NY-AD-01 i1 LINXZP-MZSYSA
@ NY-FILE-01-DR gl LINXZP-TARGET
& NY-FILEVM-01 - Transfer Scope — @ MININT-QPF5SMRQ (WinX2PSery . —
& NY-REDHAT-Linux & Full Migration g1 MININT-SFR2ZM48R
& NY-RHEL4-LVM € Server Sync (Changes only) | | ¥ Sunl
—EMVET oW NC [\ Nanges only)
&, NY-S01 2000 = ) @ vmesre? =

~Action Description

The act of migrating a server (physical or virtual) from one piece of infrastructure to ancther with the intent of retiring or
repurposing the original infrastructure. As little as possible is changed with the migrated server during a move. A
workload license is transferred from source senver to target server during 3 move.

M [Source) .MET Framework 2.0 is not installed on this server. We suggest installing .NET Framework 2.0 for improved
relizbility.

Help | Configure Defaults Start Wizard

[~ Den't show this window on drag and drop

The Source and Target panes display workloads and targets applicable to the selected type of a
migration job.

The Full Transfer and Server Sync options are enabled under the following circumstances:
¢ The system detects an existing operating system on the target
¢ The operating system profile of the target matches that of the source workload

See “Synchronizing Workloads with Server Sync” on page 76.

Check validation messages at the bottom of the window.

To start configuring your migration job in either Wizard (Windows only) or Advanced mode,
click Start Wizard or click Advanced.

(Optional) For convenience, to avoid displaying the Action window on drag-and-drop, select
Don’t show on drag and drop before proceeding. Subsequent drag-and-drops bypass the Action
window and directly open a Conversion Job window in Advanced mode.

To restore the job migration startup behavior, restore application defaults. See “General
Options” on page 31.

Getting Started with PlateSpin Migrate

69



3.7.2

3.7.3

70

3.74

Pre-migration Job Validation

When starting a migration job, PlateSpin Migrate validates the job type, the source, the target, and the
selected parameters, and might generate errors and warnings.

3 Error markers show configurations that you need to change before the migration job can start.

#, Warning markers alert you to settings that should be confirmed prior to starting the migration.

In a default PlateSpin Migrate configuration, validation messages display at the bottom of the Action
window. See Step 1.

If you have configured PlateSpin Migrate to bypass the Action window on drag-and-drop, errors and
warnings are displayed in a separate window:

Figure 3-8 Migration Validation Window

PlateSpin Migrate Conversion Validation -] x]
! : Please note the following wamings before continuing

~Source : DOCS

Refresh Source .. |
— Target : comp187
2 During the migration & I er on the Target WM aon ¢ er within the DRS Cluster,

&) During the migration YMware DRS will be set to 'Partially Automated' for the Target VM, but other Wz in

the cluster will not be affected
Refresh Target ... |
Help ™ Show me only when validation erors occur Continue I Cancel |
4

To force this window to open only on errors, select the Show me only when validation errors occur
option.

Saving Migration Jobs

When you start a migration job in Advanced mode, you have additional options for saving the job
and executing it at a later time.

After all options have been configured for the job, click the arrow at the right side of the Save button,
then select a command from the drop-down list:

Save As...
Save with NTFS Encryption

Starting a Saved Migration Job in the Jobs View

1 In the PlateSpin Migrate Client’s Jobs view, click the Saved Jobs tab and locate the required
saved job.

2 Right-click the job and select Start.
PlateSpin Migrate starts the migration job.
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3.7.5 Changing the Start Time of a Saved Migration Job

1 In the PlateSpin Migrate Client’s Jobs view, locate the required saved job.
2 Right-click the job and select Change Start Time.
The Change Job Start Time dialog box opens.

Currently scheduled to start on 1041742008 at 3:08 P
New starttime: | 10/17/2008 03:08 PM B

Help I ak. | Cancel |

3 Specify the required new start date and time, then click OK.

PlateSpin Migrate reschedules the job and executes it at the specified time.

3.7.6  Viewing the Parameters of a Completed or In-Progress Migration Job

1 In the PlateSpin Migrate Client’s Jobs view, locate the required job.
2 Right-click the job and select View.

PlateSpin Migrate opens the job configuration window in Advanced mode and displays the job’s
configuration parameters in read-only mode.

3.7.7  Canceling an In-Progress Job

1 In the PlateSpin Migrate Client’s Jobs view, locate the required job.
2 Right-click the job and select Abort.

3.7.8 Controlling the State of Source Workloads in the Jobs View

You can restart or shut down your source workload in the Jobs view, unless it in an active migration
job.

1 In the PlateSpin Migrate Client’s Jobs view, locate the required job.
2 Right-click the job and select Restart Source or Shutdown Source as applicable.

To automate the startup state of source and target workloads, specify the required post-migration
state in your migration job. See “Specifying Replication Options” on page 101.

3.7.9 Generating Job Reports

You can generate detailed reports of running and completed jobs. A report records the tasks
performed during the job.

To generate a job report:

1 In the PlateSpin Migrate Client’s Jobs view, locate the required job.
2 Right-click the job and select Report.
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3.7.10

Name

=

@ Discover 5

@ Discaver Ge || Abort

* #

% Discover Se Change Start Time...

=

@ Discover 5¢ <0

+

Edit. ..
@ Discover Se

#

2 38 Delste 10b..,
“ Discover Se

Properties

=

@ Discover Se
@ Test Hastnl‘m | Report 53 Server DI

=

#

@ |ncremental Run Diagriostics. . ta DEMO-ES
@ Discover Gerver Detals for DEMO- 2K

=

=

A Web browser window displays the requested report.

Job Diagnostics

PlateSpin Migrate provides a tool that can produce a diagnostics report for any running or completed
job.

To view a diagnostics report:

1 In the PlateSpin Migrate Client Jobs view, right-click the required job and select Run Diagnostics.

The diagnostics report is displayed in a browser window. This process might take a few
moments.

The diagnostics report lists several statistics:
¢ All the operations involved in the job. Click any operation to view its XML representation.

¢ The status of each operation.

¢ The controller that ran the operation. Click the controller to view its XML representation, or click
Logs to view its event log.

In addition, the report contains links to:

¢ The XML representations of the source machine, original target machine, and the target VM
host.

¢ The root operation for the job, as well as a variety of logs and reports.

Diagnostics reports can be sent directly to technical support by following the instructions provided
on the report.
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4.1

Workload Portability with Peer-to-Peer
Workload Migrations

Peer-to-peer refers to workload portability operations that result in a booted or bootable workload on
physical hardware or a virtual machine. P2P, P2V, V2V, and V2V migrations are all peer-to-peer.

This section provides information about peer-to-peer workload portability jobs and best practices.

¢ Section 4.1, “Migrating a Workload to a VM Host (P2V, V2V),” on page 73

¢ Section 4.2, “Converting a Workload to a Physical Machine (P2P, V2P),” on page 74

¢ Section 4.3, “Synchronizing Workloads with Server Sync,” on page 76

¢ Section 4.4, “Semi-Automated Workload Virtualization Using the X2P Workflow,” on page 80

*

Section 4.5, “Advanced Workload Migration Notes,” on page 85

Migrating a Workload to a VM Host (P2V, V2V)

To initiate a peer-to-peer workload virtualization migration job:

1 Discover or refresh your source workload and your target VM host.
See “Discovering Source Workloads and Migration Targets” on page 48.
2 Start a migration job.
See “Setting Up a Migration Job (Wizard vs. Advanced)” on page 66.
3 Configure the required parameters of the job.
See “Essentials of Workload Migration Jobs” on page 99.
4 Run the job.
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Figure 4-1 Peer-to-Peer Migration Job Window (P2V in Advanced Mode)

Peer-to-Peer Conversion Job - Sample Environment !E[E
Source Server Target Virtual Machine Server
3 NY-SQL2005 . LA-DR-ESX
N 10.1.17.18 ., 10.1.10.201
‘windows 2002 Enterprise (5.2.3730) WhMware ESX Server (3.5.0.110268)
Select an item to view / edit its details: Confiqure Defaults
= .4 Job Configuration -
&3 Replication During the conversion, the source machine will remain: Online
@ End Stat After the conversion, the source machine state will be: Shutdown
o EndolEies After the conversion, the target machine state will be: Powered On
Encryption: Disabled
3 Network Compression: Disabled
Bandwidth Throttling: Disabled
@ Schedule Scheduled to start immediately
B Nooes Source : The credentials are invalid or are blank
@) Aecess E:’ Target : The credentials are invalid or are blank
[=) Alerts Ewvent Motifications will not be sent for this job
@ Take Control Source take control is disabled, because live transfer is selected.
O e O E:’Target :Valid IPv4 Address reguired
H UOE—I'IS*.? : The license key will be automatically selected during the conversion
45 Post-Migration No Action scheduled to run
& ViMware ESX Virtual Machine Configuration &
Display name: NY-5QL2005_VM
5 Generzl Memary allocated: 512 MB; Mumber of CPUs: 1
Installing WMware Tools: Yes
=1 Network Configuration &
-
E) Network |dentification Host name: NY-SQL2005
Map: "10.1.17.18 (Local Area Connection)’
B Guesthic1 To: 10.1.17.12 on VM Network’
Map: "DHCP Enabled (Local Area Connection 2)'
W GuestNIC2 To: DHCP Enabled on "M Network’
oy 2
?w&' Operating System and Application Configuration
o) Windows Services (Target Mo changes to service start up modes
3 Live Transfer Services (Source) Mo zervice(s) will be stopped during file transfer
3 System Files 1 file(s) will be replaced

»

:.;3 Drive Configuration

‘@ Hard Orives E:’ Location [storage2]: Over allocated (By 74GE)

ko

§=,1 Additional ltems For Review

% Additinnsl heme For Banqen ™ 1 Warnina j
Help | Al errors must be resolved before continuing Save | "l Start I Cancel |
Vi

4.2 Converting a Workload to a Physical Machine (P2P, V2P)

To initiate a peer-to-peer workload migration to a physical machine:

1 Discover your source workload.
See “Discovering Source Workloads and Migration Targets” on page 48.
2 Discover and register your target physical machine with PlateSpin Migrate.

See “Discovering Target Physical Machines” on page 51.
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3 (Recommended) Use PlateSpin Analyzer to ensure that:

¢ Your source operating system and hardware are supported by PlateSpin Migrate.

¢ PlateSpin Migrate’s X2P device driver library contains device drivers that your target

requires for the operating system being ported.

See “Analyzing Machines with PlateSpin Analyzer” on page 54.

4 (Conditional) If drivers for the physical target are missing, upload the required drivers to the

PlateSpin Migrate’s X2P device driver library.

See “Working with Device Drivers” on page 56.
5 Start a migration job.

See “Setting Up a Migration Job (Wizard vs. Advanced)” on page 66.
6 Configure the required parameters of the job.

See “Essentials of Workload Migration Jobs” on page 99.
7 Run the job.

Figure 4-2  Peer-to-Peer Conversion Job Window (V2P in Advanced Mode)

Peer-to-Peer Conversion Job - Sample Environment M=l
Source Server Under Control
NY-WIN2K3E . BAREMETAL
DHCP Enabled ™, Physical Machine
\Windows 2008 Enterprise Server (6.0.0.6001)
Select an item to view / edit its details Configure Defaults
= 4 Job Canfiguration -
%3 Replication During the conversion, the source machine will remain: Online
A End Siat After the conversion, the source machine state will be: Shutdown
i e After the conversion, the target machine state will be: Powered On
Encryption: Disabled
) Network Compression: Disabled
Bandwidth Throttling: Disabled
.:‘3 Schedule Scheduled to start immediately
&) Access Source : Success
[ Aerts Event Notifications will not be sent for this job
W Take Control Source take control is disabled, because live transfer is selected.
® L\oensg . The license key will be automatically selected during the conversion
b Post-Migration No Action scheduled to run
H Network Configuration -
"
£) Network Identification Hest name: NY-WINZKBE

Map: 'DHCP Enabled (Local Area Connection 2)°

<L Network Connection 1 To: DHCP Enabled

™
',"zf'l‘q?.- Operating System and Application Configuration

«%# Windows Services (Targef. Mo changes to service start up modes

4 Live Transfer Services (Source! Mo service(s) will be stopped during file transfer

5 Clean Up VMware Tools VMware Tocls will be cleaned up during the conversion
03 System Files 1 file(s) will be replaced

j_;} Drive Configuration

@ Hard Drives E:’ Disk 1: Over allocated (By 5.9GB)

E_.L Additional Items For Review =

Help E’AII ermors must be resolved before continuing Save | 'l Start I Cancel |

Best Practices (X2P)

¢ When you are migrating a workload from one vendor to a target hardware infrastructure from

another vendor (for example, from HP to Dell), or if your source is a virtual machine, make sure
that you disable vendor-specific or VM-specific services during the transfer. For example, the HP

Insight service and the VMware Tools service.
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See “Handling Operating System Services and Applications” on page 120.

¢ When you are using the Offline transfer method for P2P and V2P migrations, make sure that you
select the appropriate Full Duplex speed that matches your network Full Duplex mode.

See “Setting Up Migration Networking” on page 108.
¢ Ensure that vendor partitions are not being copied from the source.

See “Handling a Workload’s Storage Media and Volumes” on page 125.

Synchronizing Workloads with Server Sync

The Server Sync feature enables you to reduce the scope of data that is transferred from your source
to your target to just data that is different between a source and a target, effectively synchronizing
their volume contents.

For example, when setting up a job for a workload portability operation, you can choose to update an
existing physical or virtual machine to match the state your source workload without transferring
volume data in its entirety. PlateSpin Migrate compares the target physical or virtual workload with
the selected source and transfers only data that is different between the two, overwriting files on the
target with those on the source workload.

Server Sync is useful in situations where the size of volume data or network conditions are
prohibitive for a direct source-to-target virtualization over the network.

¢ Section 4.3.1, “Server Sync to a Virtual Target,” on page 76

¢ Section 4.3.2, “Server Sync to a Physical Target,” on page 79

Server Sync to a Virtual Target

1 Discover your source workload.
See “Discovering Source Workloads and Migration Targets” on page 48.
2 Create a target virtual machine by using one of the following methods:

¢ Do an initial migration of your workload to a virtual machine. See “Migrating a Workload
toa VM Host (P2V, V2V)” on page 73.

-OR -

¢ Using your virtualization platform’s native interface, manually install a virtual machine
with the same operating system profile as that of your source.

NOTE: When you are creating a virtual target for Server Sync, you should also manually
install the appropriate virtualization enhancement tools, such as VMware Tools or
XenServer Tools.

-OR -

¢ (Windows only) Capture your workload to a PlateSpin Image, and deploy it to a virtual
machine on your virtualization platform. See “Capturing a Workload to a PlateSpin Image”
on page 91 and “Deploying a PlateSpin Image” on page 93.

PlateSpin Migrate 9.3 User Guide



3 (Conditional; Hyper-V only) Because the Server Sync option is disabled for a Hyper-V VM, it is
necessary to use the following steps, as documented in KB 7010748 (https://www.netiq.com/
support/kb/doc.php?id=7010748):

3a After booting the target VM with bootofx2p. iso, wait for the Migrate Server URL prompt,
Then press Alt+F7 to launch the debug console.

3b From the debug console, run the following command to determine which devices are /, /
boot and swap:

fdisk -1
3c Using the information obtained from the debug console, mount the appropriate devices as

under:

mount /dev/%root device% /
mount /dev/%boot device% /boot

3d Press Alt+F1 to switch to the server command line.
3e At the command line, provide the required information at each individual prompt:
¢ PlateSpin Server: Use the following format:
http://server_host/platespinmigrate
Replace server_host with the actual PlateSpin Server host’s name or IP address.

+ Credentials (User Name/Password): Enter the name of an admin-level user on the
PlateSpin Server host, including the domain or machine name. For example:
domain\ username, or localhost\ Administrator. Provide a valid password for the
specified user.

¢ Network Card: Select the network card that is active, then either enter a temporary
static IP address for this card or press the Enter key to use a DHCP server.

¢ Temporary hostname: Provide a temporary VM name for PlateSpin Migrate Client to
use to list the newly registered VM. The workload’s target hostname you select in the
migration job overwrites this name.

¢ SSL encryption: If your PlateSpin Migrate is installed on a host with SSL encryption
enabled, enter Yes. If not, enter No.

¢ PlateSpin Migrate Network: Unless you have defined your own PlateSpin Migrate
Network in PlateSpin Migrate Client, press the Enter key. If you are working with a
non-default PlateSpin Migrate Network, type its name, then press the Enter key.

A controller on your target virtual machine communicates with PlateSpin Server and
registers the virtual machine as a physical target for a migration job.

4 In the Servers view, drag your source workload and drop it on the required target (Server Sync
target or discovered physical machine under control).

The system validates the selected source and target and, if it detects matching operating systems
on them, provides you with two Transfer Scope options, Full Migration and Server Sync:
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Action E2
WinX2PServerSync-Src 3 MININT-QPF59MRQ (Wi _
o
Wwindows 2003 Enterpnise i ‘windows 2003 {Under Control)
10.55.118.144 (workgroup) 10.55.118.207
Source: Target:
Hostname 4 l;l - Actions Hostname L I;
& NY-REDHAT-Linux " Copy Workload x4 BAREMETAL
& NY-RHELZ-LVM & i LA-BLADE-ESX3-04
Maove Workload
2 NY-5QL2000 B  LA-DR-ESX
& NY-5QL2005 " Capture Image i LA-ESX25
B NY-W2K3-64Bit " Deploy Image il LA-ESX3-01
B NY-WINZKBE . [ i LA-ESX3-64Bit
2 SunZonel ke bieli e & LINX2P-MEKWUA (LINX2PServerS...
& VIM-2003-84-DEMO g4 LINXZP-MZSYSA
B W2KIxE4-Hen-VM gd LINXZP-TARGET
B W2K3-Xen-Sre ~Transfer Scope ——— [FNIEr RaE e R Gl
& W2K3-¥en-Trg {" Full Migration i MININT-SFR2M4BR
v WinK2PServerSync-Src O s # Sunl
wnc (Changes only)
B OWINYPRARIT ;I sl ym-sre? ;I
Action Description
The act of migrating a server (physical or virtual) from one piece of infrastructure to another with the intent of retiring or
repurposing the original infrastructure. As little as possible is changed with the migrated server during a move. A
workload license is transferred from source server to target server during a move.
&2 Mo warnings or errors
Help Ereiicy e P Start Wizard Advanced Cancel |
[~ Don't show this window on drag and drop
i

5 Select the Server Sync option, then click Advanced (you can only set up a Server Sync job in
Advanced mode).

A Server Sync job configuration window opens in Advanced mode:
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Peer-to-Peer Conversion Job - Sample Environment !El E

Source Server Target Existing Physical Machine
WinX2PServerSync-Src MININT-QPF5SMRQ (WinX2PSer_

10.95.118.144 . DHCP Enabled
Windows 2002 Enterprise (5.2.3750) - Windows 2003 (Under Contrel) (5.2.3730)

Select an item to view / edit its details: Configure Defaults
=] a =
== ; Job Configuration

(% Replicst During the conversion, the source machine will remain: Online
&) Teplcaton Server Sync Enabled
. After the conversion, the source machine state will be: Shutdown
End States

b S After the conversion, the target machine state will be: Powered On
Encryption: Disabled

) Network Compression: Disabled
Eandwidth Throttling: Disabled
,E Schedule Scheduled to start immediately
&'g LAceess Source : Success
(=) Alerts Event Motifications will not be sent for this job
W& Take Control Source take control is disabled, because live transfer is selected.
-ﬁ License The license key will be automatically selected during the conversion
46 Post-Migration No Action scheduled to run

»>

H Network Configuration

]

m The hostname is too long

Map: '‘DHCP Enabled (Local Area Connection)’
To: DHCP Enabled

<L Metwork Connection 1

™ "
a‘é’.‘ y Operating System and Application Configuration
¢ Windows Services (Target Mo changes to service start up modes
4 Live Transfer Services (Source) No service(s) will be stopped during file transfer |
5 Clean Up VMware Tools WMware Tools will be cleaned up during the conversion
y System Files Mo files nesd to be replaced

»

; ;_:3 Drive Configuration

Help | E:’ Al errors must be resolved before continuing Save | "l Start I Cancel |

6 In the job configuration window, specify the parameters of the job as dictated by the purpose of
the operation, address any warnings and errors, and make sure that you map the required
volumes on the source to those on the target (see “Volume Configuration in Server Sync” on
page 135).

When you have finished, click Start.
PlateSpin Migrate starts the job and lists it in the Jobs view.

4.3.2 Server Sync to a Physical Target

1 Discover your source workload.
See “Discovering Source Workloads and Migration Targets” on page 48.

2 Discover your physical target by using the appropriate boot ISO boot image.
See “Discovering Target Physical Machines” on page 51.

3 In the Servers view, drag your source workload and drop it on the required target (Server Sync
target or discovered physical machine under control).

The system validates the selected source and target and, if it detects matching operating systems
on them, it provides you with two Transfer Scope options, Full Migration and Server Sync, similar
to the Server Sync to a Virtual Target scenario (see Step 4).
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4 Select the Server Sync option, then click Advanced (you can only set up a Server Sync job in
Advanced mode).

A Server Sync job configuration window opens in Advanced mode:

5 In the job configuration window, specify the parameters of the job as dictated by the purpose of
the operation, address any warnings and errors, and make sure that you map the required
volumes on the source to those on the target.

6 When you have finished, click Start.
PlateSpin Migrate starts the job and lists it in the Jobs view.

Semi-Automated Workload Virtualization Using the X2P
Workflow

Semi-automated refers to the process of workload virtualization in which a workload's target
infrastructure is a virtual machine that PlateSpin Migrate regards as a physical machine. This applies
to the following virtualization platforms:

¢ Xen Hypervisor on SUSE Linux Enterprise Server (SLES) 10 (applicable to workloads migrating
to fully virtualized targets; for information on migrations to paravirtualized targets, see “Linux
Migration to a Paravirtualized VM on Xen-on-SLES” on page 85).

¢+ Windows Server 2012 Hyper-V R3
To migrate a workload to one of these platforms:
1 Use the native interface of the required virtualization platform to create a virtual machine whose
operating system profile matches that of your source workload.

2 Begin booting the newly created virtual machine by using the PlateSpin boot ISO image, load
the appropriate driver, if needed, then continue the boot process.

This discovers and registers the target virtual machine as a PlateSpin Migrate physical machine
target. This is similar to the process described in “Discovering Target Physical Machines” on
page 51. However, instead of burning the ISO image to a CD to boot physical hardware, you
save the image on the VM host and use it to boot the target VM.

3 Use the PlateSpin Migrate Client to create and execute an X2P migration job.

4 Upon completion of the migration job, install virtualization enhancement software specific to the
target virtualization platform.

The following topics provide additional notes about migrating workloads to the specific
virtualization platform involved.

* Section 4.4.1, “Migrating a Workload to Microsoft Hyper-V,” on page 80
¢ Section 4.4.2, “Migrating a Workload to Xen Hypervisor on SLES,” on page 83

Migrating a Workload to Microsoft Hyper-V

You can use Microsoft Hyper-V as the target virtualization platform in a semi-automated workload
virtualization.

Prerequisites:
¢ Your source workload is supported by PlateSpin Migrate and Hyper-V.

See “Supported Target Virtualization Platforms” on page 15.
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Additional information:
¢ Microsoft Hyper-V Getting Started Guide (http://technet.microsoft.com/en-us/library/
cc732470.aspx)
¢ Virtualization with Hyper-V (http://www.microsoft.com/windowsserver2008/en/us/
hyperv.aspx)

This section includes the following topics:

¢ “Downloading and Saving the Boot ISO Image (Hyper-V)” on page 81

¢ “Creating and Configuring the Target Virtual Machine (Hyper-V)” on page 81

¢ “Registering the Virtual Machine with PlateSpin Migrate Server (Hyper-V)” on page 82
¢ “Migrating Your Source Workload to the Target Virtual Machine (Hyper-V)” on page 82
¢ “Post-Migration Steps (Hyper-V)” on page 83

Downloading and Saving the Boot ISO Image (Hyper-V)

1 Download the appropriate boot ISO image for your workload.

2 (Optional) If you want to perform an unattended registration of your target, update the ISO
image with the required registration parameters.

See KB Article 7920832 (https://www.netiq.com/support/kb/doc.php?id=7920832).
3 Save the ISO image in a location that Hyper-V server can access. For example: c¢: \temp.

This ensures that the boot ISO image is available to the target VM as a bootable CD-ROM image.

Creating and Configuring the Target Virtual Machine (Hyper-V)

1 Use the Hyper-V Manager’s New Virtual Machine Wizard to create a new virtual machine with
the following settings:

¢ Name and Location: Specify a name for your new target and accept the default location.
¢ Assign Memory: Assign at least 384 MB of RAM to the VM.

¢ Connect Virtual Hard Disk: Ensure that the virtual disk size is equal to or greater than the
system disk of your source workload.

+ Installation Options: Configure the VM to boot from an ISO image file, and point the
wizard to the downloaded boot ISO image.

¢ Summary: Configure the VM to not start upon creation (deselect the Start the virtual machine
after it is created option).

2 After creating the VM, remove the default NIC and replace it with a generic one, called Legacy
Network Adapter.

This is required because the New Virtual Machine Wizard creates a NIC of a custom Microsoft
type, which is currently unsupported by PlateSpin Migrate.

3 Connect the newly added NIC (Legacy Network Adapter) to the external virtual network.
4 Start the VM and use the Virtual Machine Connection Console to monitor the boot process.

5 Prior to entering registration information, press Alt+F7 to switch to a new Linux terminal, then
run the following command to load the appropriate driver:

modprobe hv_storvsc

modprobe hv_blkvsc
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NOTE: These drivers are required for the Migrate 9.3 SLES 11 SP1-based LRD.

6 Press Alt+F1 to switch back to the main terminal (boot up script), then register the VM with the
Migrate Server.

When the virtual machine completes the boot process, it prompts you for parameters that
control the registration of the machine and its profile with PlateSpin Migrate. If you are using
the unattended registration process, the required parameters are read from an answer file.

Registering the Virtual Machine with PlateSpin Migrate Server (Hyper-V)

Complete these steps to register your target with PlateSpin Migrate Server when you are using an
unmodified boot ISO image.

1 At the command line in the Hyper-V Virtual Machine Connection Console, provide the required
information at each individual prompt:

*

PlateSpin Migrate Server: Use the following format:
http://server_host/platespinmigrate
Replace server_host with the actual PlateSpin Migrate Server host’s name or IP address.

Credentials (User Name/Password): Enter the name of an admin-level user on the
PlateSpin Migrate Server host, including the domain or machine name. For example:
domain\username, or localhost\ Administrator. Provide a valid password for the specified
user.

Network Card: Select the network card that is active, then either enter a temporary static IP
address for this card or press the Enter key to use a DHCP server.

Temporary hostname: Provide a temporary VM name for PlateSpin Migrate Client to use to
list the newly registered VM. The workload’s target hostname you select in the migration
job overwrites this name.

SSL encryption: If your PlateSpin Migrate is installed on a host with SSL encryption
enabled, enter Yes. If not, enter No.

PlateSpin Migrate Network: Unless you have defined your own PlateSpin Migrate
Network in PlateSpin Migrate Client, press the Enter key. If you are working with a non-
default PlateSpin Migrate Network, type its name, then press the Enter key.

A controller on your target virtual machine communicates with PlateSpin Migrate Server
and registers the virtual machine as a physical target for a migration job.

NOTE: If registration fails with an authorization error, you might need to synchronize the clocks
of the source and the target, modify the LAN Manager Authentication Level on the target, or
both. See Table B-1, “Common Issues and Solutions Related to Discovery Operations,” on

page 143.

Migrating Your Source Workload to the Target Virtual Machine (Hyper-V)

1 Use PlateSpin Migrate Client to start an X2P migration job with your source workload being the
job’s migration source and the target being the new VM on Hyper-V.

See “Converting a Workload to a Physical Machine (P2P, V2P)” on page 74.

2 Monitor the migration job in PlateSpin Migrate Client’s Jobs view.

When the job reaches the Configure Target Machine step, the virtual machine’s console returns to
the boot prompt of the boot ISO image.
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3 Shut down the virtual machine and reconfigure it to boot from disk rather than from the boot
image.

4 Power on the virtual machine.

The migration job resumes, reboots the target, and completes the workload configuration.

Post-Migration Steps (Hyper-V)

Install Hyper-V Integration Services (virtualization enhancement software). For more information,

see your Microsoft Hyper-V Getting Started Guide.

Migrating a Workload to Xen Hypervisor on SLES

You can use the Xen Hypervisor on SLES as the target virtualization platform in a semi-automated

workload virtualization.

Prerequisites:

¢ Your target is a fully virtualized VM. (For information on migrations to paravirtualized targets,

see “Linux Migration to a Paravirtualized VM on Xen-on-SLES” on page 85).

* Your source workload is supported by PlateSpin Migrate and the Xen hypervisor.

See “Supported Target Virtualization Platforms” on page 15.

Additional information:

¢ Virtualization with Xen (http://www.novell.com/documentation/sles10/xen_admin/

index.html?page=/documentation/sles10/xen_admin/data/bookinfo.html)

This section includes the following topics:

*

*

*

*

*

“Downloading and Saving the Boot ISO Image (Xen on SLES)” on page 83

“Creating and Configuring the Target Virtual Machine (Xen on SLES)” on page 83
“Registering the Virtual Machine with PlateSpin Server (Xen on SLES)” on page 84
“Migrating Your Source Workload to the Target Virtual Machine (Xen on SLES)” on page 85
“Post-Migration Steps (Xen on SLES)” on page 85

Downloading and Saving the Boot ISO Image (Xen on SLES)

1 Download PlateSpin boot ISO image.

2

(Optional) If you want to perform an unattended registration of your target, update the ISO
image with the required registration parameters.

See KB Article 7920832 (https://www.netiq.com/support/kb/doc.php?id=7920832).

3 Save the downloaded image file in the following directory:

/var/lib/xen/images

Creating and Configuring the Target Virtual Machine (Xen on SLES)

1 On SLES 10, use the Virtual Machine Manager Wizard or the Create Virtual Machines program
shortcut to create a new virtual machine and install an operating system that matches the profile

of your source.
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Ensure that the new virtual machine is created with the following settings:

*

*

*

Virtualization method: Fully virtualized.

Memory: Assign at least 384 MB of RAM to the VM. This ensures that the VM has sufficient
resources during the migration and improves transfer speed. If the virtual machine requires
less memory after the migration, reduce the assigned memory after the migration
completes.

Disks: Assign one or more disks, depending on the requirements of your source workload.
The storage can be either a raw SAN LUN or a virtual disk. Also, create a Virtual CD-ROM
assigned to the downloaded boot ISO image.

Operating System: Must match the operating system profile of your source workload.

2 Ensure that the VM is configured to restart on reboot by exporting the VM'’s settings from the
xend database to a text file and making sure that the on_reboot parameter is set to restart. If
not, shut down the VM, update the settings, and reimport them into the xend database.

For detailed instructions, see your SLES 10 documentation (https://www.suse.com/
documentation/sles10/).

3 From the Virtual Machine Manager, launch the virtual machine console and monitor the boot
process.

When the virtual machine completes the boot process, it prompts you for parameters that
control the registration of the machine and its profile with PlateSpin Migrate. If you are using
the unattended registration process, the required parameters are read from an answer file.

Registering the Virtual Machine with PlateSpin Server (Xen on SLES)

Complete these steps to register your target with PlateSpin Server when you are using an unmodified
boot ISO image.

1 At the command line, provide the required information at each individual prompt:

*

PlateSpin Server: Use the following format:
http://server_host/platespinmigrate
Replace server_host with the actual PlateSpin Server host’s name or IP address.

Credentials (User Name/Password): Enter the name of an admin-level user on the
PlateSpin Server host, including the domain or machine name. For example:
domain\username, or localhost\ Administrator. Provide a valid password for the specified
user.

Network Card: Select the network card that is active, then either enter a temporary static IP
address for this card or press the Enter key to use a DHCP server.

Temporary hostname: Provide a temporary VM name for PlateSpin Migrate Client to use to
list the newly registered VM. The workload’s target hostname you select in the migration
job overwrites this name.

SSL encryption: If your PlateSpin Migrate is installed on a host with SSL encryption
enabled, enter Yes. If not, enter No.

PlateSpin Migrate Network: Unless you have defined your own PlateSpin Migrate
Network in PlateSpin Migrate Client, press the Enter key. If you are working with a non-
default PlateSpin Migrate Network, type its name, then press the Enter key.

A controller on your target virtual machine communicates with PlateSpin Server and
registers the virtual machine as a physical target for a migration job.
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Migrating Your Source Workload to the Target Virtual Machine (Xen on SLES)

1 Use PlateSpin Migrate Client to start an X2P migration job with your source workload being the
job’s migration source and the target being the new VM on the Xen hypervisor.

See “Converting a Workload to a Physical Machine (P2P, V2P)” on page 74.
2 Monitor the migration job in the PlateSpin Migrate Client’s Jobs view.

When the job reaches the Configure Target Machine step, the virtual machine’s console returns to
the boot prompt of the boot ISO image.

3 Shut down the virtual machine, reconfigure it to boot from disk rather than from the boot image,
and deselect the VS Tools Installed option.

4 Power on the virtual machine.

The migration job resumes, reboots the target, and completes the workload configuration.

Post-Migration Steps (Xen on SLES)

Install SUSE Drivers for Xen (virtualization enhancement software). For more information, see the
following online document:

Virtualization with Xen (http://www.novell.com/documentation/sles10/xen_admin/
index.html?page=/documentation/sles10/xen_admin/data/bookinfo.html).

Advanced Workload Migration Notes

¢ Section 4.5.1, “Linux Migration to a Paravirtualized VM on Xen-on-SLES,” on page 85

Linux Migration to a Paravirtualized VM on Xen-on-SLES

You can do a migration to a paravirtualized VM on Xen-on-SLES (version 10 only). This is done
indirectly, through a two-stage process. The paravirtualized VM needs to be transformed into a fully
virtualized VM first and later transformed back. A utility (xmps), included in your PlateSpin boot ISO
image, is used to transform the VM.

The procedure varies slightly, depending on whether the target is a new or an existing
paravirtualized VM.
¢ “Linux Migration to a New Paravirtualized VM” on page 85

¢ “Linux Migration to an Existing Paravirtualized VM” on page 87

Linux Migration to a New Paravirtualized VM

1 Copy the PlateSpin boot ISO image to the target Xen/SLES server.
2 Start the Virtual Machine manager and create a fully virtualized VM:
2a Select the I need to install an operating system option.

2b Choose a suitable size for the disk image (the disk size should be equal to or bigger than
that of the source machine).

2c Select the boot ISO as the installation source.
The VM boots into the PlateSpin OS environment, used in X2P settings.

3 Complete the migration.
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See “Migrating a Workload to Xen Hypervisor on SLES” on page 83.
Upon completion, the VM should be fully functional as a fully virtualized machine.

4 Reboot the VM, making sure that it still boots into the PlateSpin OS environment.

vailable boot options (type the name to boot intol:

pP= PlateSpin Linux for Taking Control (press ENTER to boot into)

psbd PlateSpin Linux(x86_64) for Taking Control

p=sb64_512m — PlateSpin Linux(xB6_64) for Taking Control a Virtwal Machine
which has more than 512M memory

next Boot from Next Boot Device Set in BIOS (timeout)

debug Plate3Spin Linux for Trouble Shooting

switch PlateSpin Linux for switching kernel to Xen PU

When no key is pressed for 20 seconds, it will boot from the next boot device.

hoot | switch_

5 At the boot: prompt, type switch and press Enter.

This reconfigures the operating system to be bootable as a paravirtualized machine. Upon
completion, the output should look similar to the one shown below:

bout to find other volumes in native off-line 03
k journald starting. Commit interval 5 seconds
EXT3-f=: mounted filesystem with ordered data mode.
found volume ~boot in off-line O3
found other 1 volume(s)

ount all the system volumes
k journald starting. Commit interval 5 seconds
EXT3 FS on hdal, internal jourmal
EXT3-f=s: mounted filesystem with ordered data mode.
olume ~boot has been mounted.

11 the system volumes are mounted
Bwitching to Xen kernel for Para-virt machine....
mmount all the system volumes for clean up.

olume ~boot has been unmounted

olume ~ has been unmounted

UREEE SR R pE s R E YRR R R R R R YRRy Ryt
Please apply the following data as bootloader_args for
switching Xen fully-virt machine to Para-virt machine:

" ——entry=xvdal:sumlinuz-2.6.16.60-0.54.5-xen,initrd-2.6.16.60-0.54.5-xen’

SEREEREEEIEE LRSI EE LSRN BN LR IRk ek g

Note the bootloader arguments in the final segment of the output:

Please apply the following data as bootloader args for
switching Xen fully-virt machine to Para-virt machine:

'-entry=xvdal:/vmlinuz-2.6.16.60-0.54.5-xen, /initrd-2.6.16.60-0.54.5-xen'

These are used by the xmps utility to set up the location of the kernel and the initrdimage, from
which the paravirtualized machine boots from.

6 Power off the virtual machine:
[DB]$ poweroff

7 Login to the XEN/SLES server as root and mount the PlateSpin boot ISO image (the command
example assumes that the ISO has been copied under the /root directory):

# mkdir /mnt/ps
# mount -o loop /root/linuxphysicaltarget.iso /mnt/ps
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8 Run the xmps utility to create a paravirtualized VM based on the configuration of the fully
virtualized VM:

# /mnt/ps/tools/xmps --pv --vm name=SLES10-FV --new vm name=SLES10-PV --
bootloader args="--entry=xvdal:/vmlinuz-2.6.16.60-0.54.5-xen, /initrd-
2.6.16.60-0.54.5-xen"

The utility takes as input:

¢ the name of the fully virtualized VM on which the configuration of the paravirtualized
machine will be based (SLES10-FV)

¢ the name of the virtual machine to create (SLES10-PV)

¢ the paravirtualized machine's bootloader arguments " - -bootloader_args" (shown at
Step 5)

NOTE: If a VM with the same name as the one passed as new_vm_name already exists, the xmps
utility fails.

The newly created paravirtualized VM (SLES10-PV) should now be available in the Virtual
Machine Manager, ready to be turned on. The corresponding fully virtualized machine is retired
and will fail to boot. This VM can be deleted safely (only the VM configuration will be removed).

9 Unmount the PlateSpin boot ISO image:

# umount /mnt/ps

Linux Migration to an Existing Paravirtualized VM

1 Copy the PlateSpin boot ISO image to the target Xen/SLES server.
2 Login to the XEN/SLES server as root and mount the PlateSpin boot ISO image:

# mkdir /mnt/ps
# mount -o loop /root/linuxphysicaltarget.iso /mnt/ps

3 Run the xmps utility to create a fully virtualized VM based on the configuration of the
paravirtualized VM (the intended failback target):

# /mnt/ps/tools/xmps --fv --vm name=SLES10-PV --new_vm name=SLES10-FV --
bootiso=/root/linuxphysicaltarget.iso

The utility takes as input:

¢ the name of the existing paravirtualized machine (SLES10-PV), which is the intended
failback target

¢ the name of the temporary fully virtualized machine (SLES10-FV) to be created for the two-
stage failback operation

¢ the full path of the boot ISO (assuming that the ISO file is located uner /root: /root/
linuxphysicaltarget.iso)

NOTE: If a VM with the same name as the one passed as new_vm_name already exists, the xmps
utility fails.

The newly created fully virtualized machine (SLES10-FV) should now be available in the Virtual
Machine Manager.

4 Turn on the newly created fully virtualized machine (SLES10-FV).
The VM boots into the PlateSpin OS environment, used in X2P settings.

5 Complete the migration.
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See “Migrating a Workload to Xen Hypervisor on SLES” on page 83.

6 Reboot the VM, run switch, and reconfigure the workload as described in “Linux Migration to a
New Paravirtualized VM” on page 85 (from Step 4 to Step 9 only).
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5.1

5.2

Windows Workload Portability with a
PlateSpin Image

This section provides information about using the PlateSpin Image volume archiving feature
(Windows only).

¢ Section 5.1, “About PlateSpin Images,” on page 89

¢ Section 5.2, “Designating a PlateSpin Image Server,” on page 89

¢ Section 5.3, “Capturing a Workload to a PlateSpin Image,” on page 91

¢ Section 5.4, “Deploying a PlateSpin Image,” on page 93

¢ Section 5.5, “Managing PlateSpin Images,” on page 94

About PlateSpin Images

One of PlateSpin Migrate’s three fundamental workload infrastructures, a PlateSpin Image is an
image of a supported Windows workload consisting of volume data along with configuration
specifics of the source server’s hardware, operating system, and network identity.

Image configurations are maintained in an XML (config.xml) file with each image having one or
more sets of associated volume data.

PlateSpin Images and the image server’s config.xml configuration file are stored on the designated
PlateSpin Image Server host in the following directory:

..\Program Files\PlateSpin Image Server

In addition to volume data directly captured during an X2I migration, PlateSpin Migrate supports
existing or raw volume data.

Like peer-to-peer migrations, image deployment allows for key workload configuration options,
such as those for managing the workload’s disk layout, volume sizes, network identity, and domain
or workgroup affiliation.

Designating a PlateSpin Image Server

To work with PlateSpin Images, you must first designate a machine as an image server by installing
the PlateSpin Image Server software on it. You can install a PlateSpin Image Server instance either on
a dedicated host or on your PlateSpin Server host. For information about storing PlateSpin PlateSpin
Images on a NAS (Network Attached Storage) device or a remote share, see KB Article 7921021
(https://www.netiq.com/support/kb/doc.php?id=7921021).

NOTE: Although collocation of the PlateSpin Server with a PlateSpin Image Server instance on the
same host is supported, the recommended setup is to install a PlateSpin Image Server on a dedicated
host, which simplifies troubleshooting related to imaging functionality.
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Dedicated PlateSpin Image Server hosts must meet the following requirements:

Table 5-1 PlateSpin Image Server Host Requirements

Requirement Details

Operating System Any of the following:

+ Microsoft Windows Server 2008 R2
+ Microsoft Windows Server 2008

+ Microsoft Windows Vista

+ Microsoft Windows Server 2003

+ Microsoft Windows 2000
Disk Space Minimum 100 MB for basic controller software.

Additional space requirements depend on the number and size of workload
images that you intend to store on a given image server.

Software + Microsoft .NET Framework 2.0 or later

+ (Windows Server 2008 and Vista systems only) Remote Registry
service enabled

To designate a machine as a PlateSpin Image Server:

1 Discover the system you plan to designate as a PlateSpin Image Server.

2 In the Servers view, right-click the discovered server and select Install Image Server.

Install Image Server - Sample Environment @

Credentials for win2k-SrvSync-5:
User Name :
compu31iadministrator

Password :

Test
(Test Succeeded)

Image Server Settings:
Default Image Folder :
D: s | | \Program Files\PlateSpin Image Server

3 Provide administrator credentials for the selected host and specify the desired directory for
image files.

4 Click Install.

PlateSpin Migrate installs a controller on the selected host and configures it to run as a PlateSpin
Image Server. On completion, the Servers view lists a new PlateSpin Image Server item: ¥
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5.3 Capturing a Workload to a PlateSpin Image

Use this procedure to capture a physical or virtual workload as a PlateSpin Image.

1 Discover, or refresh the details of, your source workload and your PlateSpin Image Server.
2 Start a new Capture Image job by using one of the following methods:

¢ In the Servers view, right-click the source workload, then select Capture Image. In the Action
window;, select the source workload and the target image server.

¢ In the Tasks pane, click Capture Image. In the Action window, select the source workload and
the target image server.

¢ In the Servers view, drag the source workload and drop it on the image server. If you
configured PlateSpin Migrate to bypass the Action window on drag-and-drop, the Create
Image dialog box prompts you to specify whether you want to create a new image or use
existing volume data.

Create Image

(O Use existing volume data

[ hee J[_ ok J[ concel |

3 Select Create Image, then click OK.
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Create Image Job - Sample Environment _ (O]

Source Server Target Image Server
2 NY-AD-01 ~. LA-IMAGEREFO
a demo-source 10.1.17.11
Windows 2003 Enterprise (5.2.3750) ' 'ﬁ Image Server (6.5.0.2465)
Select an item to view / edit its details: Configure Defaults
@ Job Configuration .
| Beplication During the conversion, the source maching will remain; Online
{3 End States After the conversion, the source machine state will be: Powered On
Encryption: Disabled
) Metwork Compression: Disabled
Bandwidth Throttling: Disabled
@ Schedule Scheduled to start immediately
i;b Source : Success
Target : Success
(=) Alerts Event Notifications will not be sent for this job
%% Take Control Source take control is disabled, because live transfer is selected.
H License The license key will be automatically selected duning the conversion

»

5 Image Configuration

Image name: NY-AD-01 Image

".'-J General Location: E\Program Files'\FlateSpin Image ServeriWY-40-01 LANY-40-01 Image xml

]

Loy
‘?,&',t?l Operating System and Application Configuration

¢ Live Transfer Services (Source) Mo service(s) will be stopped during file transfer

»

;..:3 Drive Configuration

‘@ Volumes Image will include all velumes

>

= ., Additional ltems For Review

43 Additional ltems For Review % 1 Warning

Help | 0 Sample Environment selected Save |+ | Start I Cancel |

4

4 Specify the required settings for the migration job by clicking the links in each category:

¢ Job Configuration: Specify the required transfer method and operational continuity
settings for your source and target (General), scheduling options (Schedule), source and
target credentials (Credentials), job status and progress notification options, temporary
network settings (Take Control), and the required license key to use (License Key).

¢ Image Configuration: Specify the image name, the path to the location where the you want
the image to be stored, and whether or not to use NTFS compression (under Image
Configuration, click General).

Image Configuration - Sample Environment fgl

General |

Target Image
Image Mame :
| NY-FILEVM-O1 Image

Configuration File Path -
|E: j | “Program Files\PlateSpin Image Server\MY-FILEVH-01 Image\MY-F

[] Compress image using MTFS Compression

oK ] [ Cancel
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¢ Operating System and Application Configuration: If you selected the Live Transfer

method, specify how you want PlateSpin Migrate to handle operating system and
application services on your source (Live Transfer Services).

¢ Drive Configuration: Select the volumes that you want PlateSpin Migrate to include in the
image and specify the path for the package file (under Drive Configuration, click Volumes).

Properties

Settings

Select volumes to include in image

Include # Walume
C: [MTFS - | EN
D: [MTFS)]

E:\mages\Physical-DEMO- w2k ad1e2ch57 pkg 1.2 GB

taps to
EMO

Predicted image size
1.9GE

“olume Dvata Mapping for C:

Path: | E:\mageshPhysical-DE MO\ 2KAB490dfe0 pka |

Ok ] [ Cancel ]

5.4 Deploying a PlateSpin Image

Use this procedure to deploy a PlateSpin Image on a supported physical machine or virtualization

platform.

1 Drag and drop the required PlateSpin Image to a discovered target physical machine or VM

host.

Deploy Image Job - Sample Environment

Source Imaae

DEMO-WIN2K03-1

@ 10.1.17.1

‘windows 2003 Enterprise (5.2.3750)

Select an item fo view / edit its details:

I[=] B3
Under Control
BAREMETAL

gﬂ Physical Machine

Configure Defaults

Job Configuration

HIE

Replication
End States

Network

Schedule
Access

Alerts
License
Post-Miaration

Network Configuration

Originating source machine assumed: Offline

After the conversion, the target machine state will be: Powered On
Encryption: Disabled

Compression: Disabled

Bandwidth Throttling: Disabled

Scheduled to start immediately

Image Server : Success

Event Notifications will not be sent for this job

The license key will be automatically selected during the conversion
No Action scheduled to run

oY esoeB & oo

Network |dentification
<k Network Connection 1

=

"ZI.;J Operating System and Application Configuration

Host name: DEMO-WIN2KD3-1
Map: "10.1.17.21 (Local Area Connection)’
To: 10.1.17.21

3

¢ Windows Services (Targef
Clean Up YMware Tools
&) System Files

..L:T! Drive Configuration

No changes to service start up modes
WMuware Tools will be cleaned up during the conversion
No files need to be replaced

»

31 Source Increment Selection
@@ Hard Drives

-4 Additional ltems For Review

Copy from latest increment
E:’ Disk 1: Over allocated (By 16.6GE)

) Additional ltems For Review

2|

En 3 Errors, 1\Warning

Help

E:,AH errors must be resolved before continuing

Save |w | Start I

Cancel |
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5.5

5.5.1

5.5.2

2 Specity the required settings for the migration job by clicking the links in each category.

Migration jobs are auto-configured to create the target machine with the same settings as the
source server. Depending on the objectives of the migration, you can:

¢ Modify the Network Identification settings to configure the hostname and domain/
workgroup registration of the target machine.

¢ Modify the Guest NIC settings to configure the TCP/IP properties for the network adapters
on the target machine.

¢ Modify the Drive Configuration settings to select the volumes to copy during the migration.

3 If the intended target is a virtual machine, specify the required virtual machine parameters and
select the options you require, such as memory allocation, or automatic installation of VMware
Tools or VM Additions.

4 Review and address errors and warnings.

5 Click Start to deploy the image.

Managing PlateSpin Images

¢ Section 5.5.1, “Moving Images from One PlateSpin Image Server to Another,” on page 94
¢ Section 5.5.2, “Automating Image Operations,” on page 94

¢ Section 5.5.3, “Browsing and Extracting Image Files,” on page 95

Moving Images from One PlateSpin Image Server to Another

1 Copy the image directory from the old PlateSpin Image Server host’s file system to a location on
the new PlateSpin Image Server host.

2 Update the new PlateSpin Image Server’s config.xml file to identify the path to and the name
of the image that was moved from the old PlateSpin Image Server.

3 Refresh the new image server’s details in the PlateSpin Migrate Client’s Servers view.

For more information, see KB Article 7920189 (https://www.netiq.com/support/kb/
doc.php?id=7920189).

Automating Image Operations

You can use the ImageOperations command line utility, included with PlateSpin Migrate, to
automate several tasks related to images, such as regularly moving multiple base images, along with
related increments, between PlateSpin Image Servers.

The utility provides the capability to automate the following operations:

+ Register: Associate an image or image increments with a specified image server.
¢ Unregister: Disassociate a registered image from a specified image server.

¢ Gather: Assemble a package of a PlateSpin Image and its volumes into a specified subdirectory.
To use the ImageOperations command line utility:

1 On your PlateSpin Image Server host, open a command interpreter (cmd. exe) and change the
current directory to . .\Program Files\PlateSpin Image Server\ImageOperations.

2 Type ImageOperations followed by the required command and parameters, then press Enter.
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For command syntax and usage details, type ImageOperations, then press Enter.

3 When you have finished, refresh the image server’s details in the Servers view.

5.5.3 Browsing and Extracting Image Files

During a disaster recovery effort or a business continuity exercise you can selectively restore files in
your production server’s file system, using backup versions of those files that are stored in PlateSpin
Images.

To do this, you can use the PlateSpin Image Browser utility, which enables you to browse, search,
sort, and extract files from different sources:

¢ Animage file

+ A specific image increment file
You can work with both base images and image increments by loading different files:

¢ A base image’s corresponding binary file (volume-x . pkg) or text configuration file

(image_name . xml).
¢ Animage increment’s binary (image_increment . pkg) file. You cannot use an increment’s text

configuration file (image_increment_name . xml).

The utility enables you to work with image files in a Windows Explorer-like environment. A
command line version enables you to extract files at the command line.

¢ “Starting the Image Browser and Loading Image Files” on page 95

¢ “Sorting and Searching Items in the Image Browser Interface” on page 96

¢ “Extracting Items” on page 96

¢ “Browsing and Extracting Image Files at the Command Line” on page 97

Starting the Image Browser and Loading Image Files

1 Start the ImageBrowser program (ImageBrowser . exe), located in one of the following
directories:

¢ On your PlateSpin Server host:
..\PlateSpin Migrate Server\bin\ImageOperations
¢ On your PlateSpin Image Server host:
..\Program Files\PlateSpin Image Server\ImageOperations

The utility starts and displays the Open dialog box. At any time after the program’s initial
startup, you can load an image file by clicking File > Open.

2 In the Open dialog box, select the file type, navigate to and select the required image or image
increment file, then click OK.

The utility loads the required file and displays its contents in a two-pane interface.
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(Z) PlateSpin Image Browser =] b
File  Actions Help Increment I j
-] ServicePrafies | | Name |
(] LocalService %] xPSSHHDA.I 561
-] MetworkService ] spssves.di 1636
- servicing CI%PSViswer
-0 Setup o wwizard. dtd 2
[]---% goflwa;eDlstnbutlor é] wwizards dil 209
ED SDE:IIC.C h ,Q wreg.dll v
Y Elache >
3 apatem 2] watpwiaz. di 93
-] System32
2] tapi J = 2
0] Tasks ClahTw
..... ] Tem « | | [%] zipfldr.di TP
4 3 « | 3
SRC-WZKBSTDE2 IMAGE. Sc7fe2dd, pkolliwindows|System3z E

Depending on the size of the image, it might take a few seconds to several minutes for the utility
to load the required file.

Sorting and Searching Items in the Image Browser Interface

You can sort the contents of a selected directory by name, size, type, date last modified, and by file
attribute. To sort items in a selected view, click the corresponding bar at the top of the right pane.

You can search for a specific directory name or file name. You can use alphanumeric text, wildcards,
and regular expressions. Regular expression search patterns that you specify must adhere to the
Microsoft NET Framework regular expression syntax requirements. See the Microsoft .NET
Framework Regular Expressions page on MSDN (http://msdn.microsoft.com/en-us/library/
hs600312.aspx).

To search for an item:
1 Load the required image or image increment. See “Starting the Image Browser and Loading
Image Files” on page 95.
2 In the left pane, select a volume or a subdirectory.
3 On the Actions menu, click Search.

Alternately, you can right-click the required volume or subdirectory in the left pane and click
Search in the context menu.

The Image Browser Search window opens.

4 Specify the name of the file you are searching. If you are using a regular expression, select the
corresponding option.

5 Click Search.

The results are shown in the right pane.

Extracting ltems

1 Load the required image or image increment. See “Starting the Image Browser and Loading
Image Files” on page 95.

2 Locate and select the required file or directory.You can select multiple files and directories in the
right pane.

3 On the Actions menu, click Extract.
Alternately, you can right-click the required item and click Extract in the context menu.

The Browse for Folder dialog box opens.
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4 Browse to the required destination, then click OK.

The selected items are extracted to the specified destination.

NOTE: Files that you choose to overwrite are deleted if you interrupt the extraction process.

Browsing and Extracting Image Files at the Command Line

To browse and extract files from images and image increments at the command line, you can use the
ImageBrowser.Console utility.

To start the utility:

1 On your PlateSpin Image Server host, open a command interpreter (cmd. exe) and change the
current directory to . .\Program Files\PlateSpin Image Server\ImageOperations.
2 At the command prompt, type ImageBrowser.Console, then press Enter.

For command syntax and usage details, type ImageBrowser.Console /help, then press Enter.
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6.1

Essentials of Workload Migration Jobs

This section provides information about configuring the key aspects of a workload migration job
using the PlateSpin Migrate Client.

Where applicable, differences between the Advanced and Wizard modes are noted. See “Setting Up,
Executing, and Managing Jobs” on page 66.

¢ Section 6.1, “Selecting a License Key for a Migration Job,” on page 99

¢ Section 6.2, “Configuring Automatic E-Mail Alerts of Job Status and Progress,” on page 100

¢ Section 6.3, “Specifying Replication Options,” on page 101

¢ Section 6.4, “Specifying End States for Source and Target Workloads,” on page 102

¢ Section 6.5, “Specifying Network Options,” on page 103

¢ Section 6.6, “Specifying Credentials to Access Sources and Targets,” on page 104

¢ Section 6.7, “Managing a Workload’s Network Identity,” on page 105

¢ Section 6.8, “Job Scheduling,” on page 107

¢ Section 6.9, “Setting Up Migration Networking,” on page 108

¢ Section 6.10, “Configuring Target Virtual Machines,” on page 115

¢ Section 6.11, “Handling Operating System Services and Applications,” on page 120

¢ Section 6.12, “Handling a Workload’s Storage Media and Volumes,” on page 125

¢ Section 6.13, “Including a Custom Post-migration Action in a Migration Job,” on page 138

Selecting a License Key for a Migration Job

By default, PlateSpin Migrate automatically selects the best license key for a particular migration job.
If you have multiple license keys, you can select a specific license key to apply to a particular
migration job. For information about product licensing and license key management, see Section 2.1,
“PlateSpin Migrate Product Licensing,” on page 21.

To view or modify the license key selected for a migration job:

¢ In Advanced mode: In the Migration Job window, under the Job Configuration section, click
License Key.
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6.2

Job Configuration - Sample Environment =

Replication | End States | Network | Schedule | Access | Alerts | Take Control License | Pest Migration

[V Automatically select the best license key during the conversion

Licenze Keys

The license key most likely to be used for this conversion:

i PC-DEV-unlimited -

The license key most likely to be used is 'PC-DEV-unlimited’. This license is allowed to perform an
unlimited number of conversions. This license is allowed to perform an unlimited number of workload
designations. This license allows for both Live Transfer and Disaster Recovery jobs.

Help | 0K I Cancel

¢ In Wizard mode (Windows only): Not available.

To manually choose a different key, deselect the Automatically select the best license key during the
migration check box and choose the required license key from the drop-down list.

Certain licenses cannot be selected if they are invalid for the current migration. Licenses can be
invalid for reasons such as:

¢ There are no remaining migrations for the license.
¢ The license does not allow X2V migrations and the current migration is a P2V.

¢ The license does not support live transfer migrations and the current migration is marked for
live transfer.

The selected license key is displayed on the License Key tab and the description is updated
accordingly.

Configuring Automatic E-Mail Alerts of Job Status and
Progress

You can set up a migration job to automatically send e-mail notifications about status and progress to
a specified address:

¢ Job events: Job status messages Completed, Recoverable Error, and Failed.

¢ Job progress: Detailed job progress messages at configurable intervals.

You can specify SMTP server and e-mail account details either during the migration job or globally.
See “Notification Service” on page 32.

To configure automatic e-mail notifications:

¢ In Advanced mode: In the Migration Job window, under the Job Configuration section, click
Alerts.
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5'1? Jab Configuration 2 I_

4% RBeplication During the conversion, the source machine will remain: Online
After the conversion, the source machine state will be: Shutdown
After the conversion, the target machine state will be: Powered On
Encryption: Disabled

43 End States

LA Network Compression: Disabled
Bandwidth Throttling: Disabled
[T Schedule Scheduled to start immediately
[« Source : Success
&l occess Target : Success
=] Ewvent Netifications will not be sent for this job
It Conbauraton ~Sompie nmromment x

Replication | End States | Network | Schedule | Access Alerts | Take Control | License | Post-Migration |

) . . ~Send To Addresses

I Receive Ev:né T:rt,lﬁF?F;ﬂm (Completed, I Add |
¥ Receive Progress Notifications

Interval time: | 60 j minutes

Email Format: * HTML ¢ Plain Text

&gf#a&ﬁ ¢

| S——

«®

Configure... |

L Jl

e
o - —

Help | 0K Cancel |

¢ In Wizard mode (Windows only): Not available.

6.3 Specifying Replication Options
Replication options enable you to specify:

¢ How data is transferred from source to target. PlateSpin Migrate supports multiple transfer
methods, and their availability depends on your workload and migration job type.

See “Supported Transfer Methods” on page 16.

¢ The scope of workload data to transfer from the source to the target (Full Migration and Changes
only). Applicable only to Server Sync jobs.

See “Synchronizing Workloads with Server Sync” on page 76.
To specify the transfer options for a migration job:

¢ In Advanced mode: In the Migration Job window, under the Job Configuration section, click
Replication.
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Job Configuration - Sample Environment x|

Replication | End States | Network | Schedule | Access | Alerts | Take Control | License | Post-Migration
-~ Transfer Scope

% Full Migration
" Server Sync (Changes Only)

~ Transfer Methed
% File Based Use File Based with the source server Online for stateless
(mid-tier applications, web front ends) or low transaction
(" Block Based servers (DHCP, non-critical databases)
™ Take server offline during conversion Leave server online to migrate non-\Windows NT 4.0 servers
or instances where you want the source server online during
the transfer

Help | oK | cancel |

¢ In Wizard mode (Windows only): In the wizard’s navigation pane, click Transfer Method.

6.4 Specifying End States for Source and Target Workloads

After completing a migration, PlateSpin Migrate shuts down or boots up the source and target
workloads depending on the nature of the migration. For example, a Copy workload job results in
the source workload being left to run, and a Move workload job results in the source workload being

shut down.
You can specify non-default post-migration end states for your source and target:

¢ In Advanced mode: In the Migration Job window, under the Job Configuration section, click
End States.

Job Configuration - Sample Environment x|

Replication End States | Netwnrkl Schedule | Acrcess I Alerts | Take Control | Li{:ensel Post-Migration

Source Machine End State Target Virtual Machine End State
v * Power On
" Power Off
" Suspend

Help | QK I Cancel

¢ In Wizard mode (Windows only): Not available; source and target end states are preset to their
defaults.
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6.5 Specifying Network Options

Network options are settings for security, performance, and connectivity, and enable you to specify:

¢ Whether you want the system to compress workload data that is being transferred over the
network.

See “Data Compression” on page 18.

Fast consumes the least CPU resources on the source but yields a lower compression ratio,
Maximum consumes the most, but yields a higher compression ratio. Optimal, the middle
ground, is the recommended option.

¢ Whether to encrypt the data transferred from source to target.
See “Security and Privacy” on page 17.

¢ Whether you want to apply bandwidth throttling for the current migration job.
See “Bandwidth Throttling” on page 19.

To throttle this job’s bandwidth to a specified rate, select the Enable Bandwidth Throttling option,
specify the required maximum value in Mbps, and optionally a time period during which to
enforce the throttling. If specified, the from and to time values are based on the source
workload’s system time.

If no time interval is defined, bandwidth is throttled to the specified rate at all times by default.
If time interval is defined and the migration job executes outside this interval, data is transferred
at full speed.

+ Additional IP addresses for source workloads to enable communication in environments that
use network address translation (NAT).

For information on how to specify additional IP addresses for your PlateSpin Server, see
“Migrations Across Public and Private Networks through NAT” on page 30.

To specify network options:

¢ In Advanced mode: In the Migration Job window, under the Job Configuration section, click

Network.
—Compression —— —Bandwidth T hrattling
[~ Enable Compression ¥ Enable Throttling
{* Fast Max Value |10 = Mb'sec
" Optimal
[ Time based: from
£ Maximum
to
—Encryption
™ Encrypt data transfer ) Time based throttling is based on source server time

¢ In Wizard mode (Windows only): Not available.
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6.6

Specifying Credentials to Access Sources and Targets

For a migration job to execute properly, you must provide valid credentials for your source and

target.

Table 6-1 Source and Target Credentials

Credentials

Windows

Linux

User Name

Password

¢ For domain member machines:

authority\principal

+ For workgroup member machines:

hostname\principal

Valid password for the specified username.

Account username with local or domain-level
administrative privileges. Use this format:

Root or root-level username.

Valid password for the specified username.

When setting up a migration job, you can validate the provided credentials and save them for future
migration jobs that use the same source and target.

To specify source and target credentials:

¢ In Advanced mode: In the Migration Job window, under the Job Configuration section, click

Access.
N3 NETWOTK Lompression: Lhsabled
Bandwidth Throttling: Disabled
@ Schedule Scheduled to start immediately
So =

D T
.. Contguraton - Sample covionment x
W Isk  Replication | End States | Network | Schedule Access | Alerts | Take Control | License | Post-Migration
ﬁ ;ioe _ Source : — { DT-TEST ) ~Target : LA-DR-ESX
: 0S'

User Name: User Name:
1 WM I localhostjchnsmith I root

Passwaord: Passwaord:

I........ I........
3 Gen

Test Test
=1 MNe
o I™ Save (Encrypted Locally) I™ Save (Encrypted Locally)
&) Nen
B Gue
¢ ]
o op i
Help Helo | ok | cancel | [
A
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6.7

¢ In Wizard mode (Windows only): In the wizard’s navigation pane, click Credentials.

& B3 Credentisls ~Source: NY-S0L2005 ——Target: LA-DR-ESK
= Transfer Method User Mame: User Mame:

I devdomainhdomainadmin I Tank
" m Host Mame Paszsword: Password:

],';7 m Metworking I

Test Test |
5 Wi Configuration —I

[Test Succeeded)

= Wolumes

I™ Save [Encrypted Locally)

2 3 pisks

Managing a Workload’s Network Identity

PlateSpin Migrate enables you to manage the network identity and domain registration of your
migration target workload and specify related preferences as part of a migration job. By default, a job
is configured to preserve a source workload’s network identity and domain registration. You can

modify the default configuration to suit the objectives of your migration job.

Proper configuration of migration target’s network identity is especially important when you are

migrating a workload to a different domain, planning to take it off a domain, or if you intend to

change the hostname of a workload while it is in the domain.

To configure a target workload’s network identity options:

¢ In Advanced mode: In the Migration Job window, under the Network Configuration section,

click Network Identification.

Select an item to view / edit its details:

W Take Control

ﬁ Licenze
46 Post-Migration

SOUTCE TaKE CONIrol IS QIS30Ieq, DECAUSE IIVE TansTer IS SEelecied.
Temporary virtual machine network connection: DHCP Enabled
Map to Virtual Network: VM Network”

The license key will be automatically selected during the conversion
No Action scheduled to run

f} VMware ESX Virtual Machine Configuration

Co

nfigure Defaults

»

-

5 General

Memory will be temporarily changed to 512MB during the conversion
a Display name: OT-TEST_WVM
~* Memary allocated: 256 MB; Number of CPUs: 1
Installing WMware Tools: Yes

»

® GuestNIC 1

Host name: DT-TEST

Map: 'DHCP Enabled (Local Area Connection)”
To: DHCP Enabled on VM Netwark®

y
'C}_E‘tlf: Operating System and Application Configuration

»

¢ Windows Services (Target

4 Live Transfer Services (Source:
&% Clean Up VMware Tools

L3 Systemn Files

;.;3 Drive Configuration

Mo changes to service start up modes
Mo service(s) will be stopped during file transfer

The previcusly-installed version of WMware Tools will be cleaned up durning the conversion

Mo files need to be replaced

»

“# Hard Drives

2 virtual hard disks, each with one partition.

¢ In Wizard mode (Windows only): In the wizard’s navigation pane, click Host Name.
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6.7.1

Configuration options vary depending on whether the target machine is Windows or Linux.

¢ Section 6.7.1, “Managing the Identity of Windows Workloads,” on page 106
¢ Section 6.7.2, “Managing the Network Identity of Linux Workloads,” on page 107

Managing the Identity of Windows Workloads

Use these settings to configure the network identity of your target Windows workload (in either
Wizard or Advanced mode).

Network Identification

Metwork, |dentification |

Host Mame : I Test-2

¥ Generate new System |dentifier [SID]

~Local Administrator Credentialz (Mot Bequired):

Izer Mame: |Administrah:ur

FPazzward: I

Confirm Password: I

-~ Member of
i+ Domain I platespin.com

" Workgroup I'W'I:IHKGFEDLIF'

¥ PFreserve Source Server's Domain Flegistation

~ Domain Credentials :

Uzer Hame : I platespin‘JSmith

Pazzword : I LI ITTI Il Y]]}

Canfirm Passward ; I sssssssEssREER N

Help | 0k I Cancel

Host Name : Specify the desired hostname for the target machine.

Generate New SID: When this option is selected, the target workload is assigned a new System Identifier (SID).
Credentials are required only for Windows 2008 and Vista systems, and must be the credentials for the local
(embedded) Administrator account. If this account has been locally renamed on the source, provide the
new name. If this account is disabled on Vista (default), enable it first.

Member of (Domain / Workgroup): Select the required option and type the name of the domain or workgroup
that you want the target machine to join.

Preserve Source Server’'s Domain Registration: Preserves domain registration and ensures that the source
server domain registration remains intact during migration. If you disable this option, the source machine’s
domain account is transferred to the target machine. The source server still appears to be on the domain, but
does not have a valid connection.

Domain Credentials: If the target machine is to be part of a domain, specify valid credentials that have
permission to add servers to the domain.
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6.7.2 Managing the Network Identity of Linux Workloads

Use these settings to configure the network identity of your target Linux workload (in either Wizard
or Advanced mode) and DNS server addresses as required (Advanced mode).

Metwork |dentification | DNS
DMNS server addresses in resolv.conf :

10.1.220.10 i
10.1.220.70

Metwork ldentification | DNS
DNS server addresses in resolv.conf :

@
sgd [ Eait. | [ Re| | 10122070

[ Add. || Edit. | [ Remove |

o

o ) o

Network Identification tab: Specify the desired hostname for the target server.

DNS tab: Use the Add, Edit, and Remove buttons to manage DNS server entries for the new virtual machine.

6.8 Job Scheduling

Scheduling options enable you to specify whether the migration job is to run immediately or on a
specific date and a specific time. For information on other options that PlateSpin Migrate provides for
saving and executing jobs, see “Setting Up, Executing, and Managing Jobs” on page 66

To access scheduling options of a migration job:

¢ In Advanced mode: In the Migration Job window, under the Job Configuration section, click

Schedule.
DAIUWILLT | TOWINY. LISaDiey
Ei Scheduled to start immediately
>
=
Replicatinnl End States | Metwork Schedule |Aooess| Alerhsl Tzake Corrtrnll Lioensel PDst—MigratiDnI
W
b :
2 #
E CRunatalatertme  [04282011 110220+ j
rhe_|
]
ot} J
==
=
| = 4
Help | 0K | Cancel |
e = o T cel |

¢ In Wizard mode (Windows only): In the wizard’s navigation pane, click Schedule.
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6.9

6.9.1

Setting Up Migration Networking

For each workload portability job, you must properly configure workload networking so that source
workloads and targets can communicate with each other and the PlateSpin Server during the
migration process, and that the network configuration of a target workload is in line with its end
state.

Temporary Networking: Also called Tuke Control Network Settings; they apply to source and target
workloads booted into a temporary pre-execution environment. See “Offline Transfer with
Temporary Boot Environment” on page 16.

¢ Section 6.9.1, “Temporary (Take Control) Network Settings,” on page 108

¢ Section 6.9.2, “Target Post-migration Networking,” on page 111
¢ Section 6.9.3, “TCP/IP and Advanced Network Settings,” on page 113

Temporary (Take Control) Network Settings

Temporary (Take Control) Network Settings control how source workloads, targets, and the
PlateSpin Server communicate among each other during the migration. If required, you can manually
specify a temporary network address to your source and target, or configure them to use a DHCP-
assigned IP address during the migration.

During Windows and Linux workload migrations, the Temporary Network Settings control the
PlateSpin Server’s communication with the source and target workloads that are booted into a
temporary pre-execution environment. See “Offline Transfer with Temporary Boot Environment” on
page 16.

To configure Temporary (Take Control) network settings:

¢ In Advanced mode: In the Migration Job window, under the Job Configuration section, click
Take Control. To access network interface mapping and TCP/IP settings, click Configure in the
source and target areas as applicable.

Select an item to view / editits details: Configure Defaults
SOUCE [aKE CONTOI I CISADIED, DECALSE IIVE [FANSTE IS SEIectea
‘w [Teke Control Temporary virtual machine network connection: DHCP Enabled =l
Man tn Virhial Netuork: WM Nebunck®
) x
&
rj Replication | End Stetes | Network | Schedule | Access | Alerts [ Take Caital| License | Post-Migration
Conversion will require both source server and target virtual machine connected
tathe network. Please configure these “temporary” setiings below.
2 Target Virtuzl Machine
Temporary netwerk connection:
H DHCP Enabled
- Map To Virtusl Network: VM Network
=]
L g Configure
-
5
3 J
=
o]
v s |||
22
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¢ In Wizard mode (Windows only): In the wizard’s navigation pane, click Networking. In the

Source Take Control or Target Take Control row, in either Temp IP or Map To drop-down menu, select
Configure. To quickly select DHCP without opening configuration options, select DHCP.

Conversion Wizard (Move NY-AD-01 to LA-DR-ESX) [X]

E3 Network Configuration

& Credentials

¥ Transfer Options
]3 Host Name

1 53 Networking

& VM Configuration
‘A Volumes

I B3 Disks

U} Services

i Transfer Services
W% Post-Migration
I B3 Additional tems

5 Summay

Configure target network adapters

Type Source IP New IP Map To
J GuestNIC 1 101.17.12 10.1.17.12 « VM Network -
o GuestNIC2  DHCP DHCP VM Network

~Temporary Take Control Network Settings:

environment.

Please specify the temporary netwark seftings 1o be used during the transfer

@ During the transfer process, PlateSpin Migrate will boot the target VM into 3 pre-execufion

Help

Type [Temp 1P [MapTo

& Target Take_ 3 0000 ~ VI Netuwork =
<Configure...>
Advanced | <Bock | Mex> Cancel e |

Configuration options for the Temporary networking vary and depend on whether the network

interface is virtual or physical, and whether it is connecting a Windows or a Linux workload.

¢ “Temporary (Take Control) Network Settings: Physical Network Interfaces” on page 110

¢ “Temporary (Take Control) Network Settings: Virtual Network Interfaces” on page 111

Target Take Control network settings are only used during an Offline migration process. On

completion, target network settings are read from settings you specify for Target Post-Migration

Networking. See “Target Post-migration Networking” on page 111.
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Temporary (Take Control) Network Settings: Physical Network Interfaces

These settings apply only to source physical machines. For target physical machines, Temporary
(Take Control) network settings are configured during the boot process that uses the boot ISO image.
See “Discovering Target Physical Machines” on page 51.

Ethernet NIC Configuration x|

NIE |E3 TCP /1P Setiings |

A temporan netwaork, connection configured in
i@ 'TCF /P Settings', will be used to connect to;
‘Source : NY-50L2005'

Connect uzing:

[ Temporarily replaces configuration an :
Local Area Connection [10.1.17.18] |

Duplex setting:
If—'«uto Meqgatiate j

Help | QK. I Cancel |

Connect using: If multiple network adapters are present, select the adapter that can communicate with both the
PlateSpin Server and the target.

Duplex setting: Use the drop-down list to select network card duplexing. It must match the duplex setting for the
switch to which the network interface is connected. When the source is connected to switch ports that are set to
100 Mbit full duplex and cannot be changed to auto negotiation, select Force NIC to Full Duplex.

TCP/IP Settings tab: Click the tab to access TCP/IP and advanced network settings. See “TCP/IP and
Advanced Network Settings” on page 113.
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6.9.2

Temporary (Take Control) Network Settings: Virtual Network Interfaces

These settings apply to both source and target Take Control network settings.

Ethernet NIC Configuration |

i apping |E:] TCP / IP Settings |

Source:

kap ToVirtual Metwark:

Help | k. I Cancel

Map to Virtual Network: From the drop-down list, select the virtual switch or network to use for communication
during an Offline migration. If multiple virtual network adapters are present, select the adapter that can
communicate with both the PlateSpin Server and the source machine. This network can differ from the network
on which the target virtual machine will run after the migration.

TCP/IP Settings tab: Click the tab to access TCP/IP and advanced network settings. See “TCP/IP and
Advanced Network Settings” on page 113.

Target Post-migration Networking

Target post-migration network settings defined in a migration job control the network configuration
of a target after the migration is complete. This applies to both physical and virtual network
interfaces.

During workload migration, the target workload’s post-migration network settings are configured
while the workload is booted into a pre-execution environment.

To configure target post-migration network settings:

¢ In Advanced mode: In the Migration Job window, under the Network Configuration section,
click Guest NIC (for target virtual machines) or Network Connection (for target physical
machines).

¢ In Wizard mode (Windows only): In the wizard’s navigation pane, click Networking. In the
Configure Target Network Adapters section, in either New IP or Map To drop-down menu, select
Configure. To quickly select DHCP without opening configuration options, select DHCP.
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Configuration options for the target post-migration network settings vary and depend on whether
the network interface is virtual or physical, and whether it is connecting a Windows or a Linux
workload.

¢ “Post-Migration Networking for Physical Network Interfaces (Windows and Linux)” on
page 112

¢ “Post-Migration Networking for Virtual Network Interfaces (Windows and Linux)” on page 113

Post-Migration Networking for Physical Network Interfaces (Windows and Linux)

Use these settings to configure the post-migration network settings of a workload being migrated to
physical hardware.

Ethernet NIC Configuration Ed

NIE | TCP /1P Settings |

tap: 'DHCP Enabled [Local Area Connection]'

Connect uzsing:
e

Help | 0k I Cancel

Connect using: If multiple network adapters are present, select the adapter that can communicate with the
PlateSpin Server.

TCP/IP Settings tab: Click the tab to access TCP/IP and advanced network settings. See “TCP/IP and
Advanced Network Settings” on page 113.
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Post-Migration Networking for Virtual Network Interfaces (Windows and Linux)

By default, PlateSpin Migrate configures a migration job to create a virtual NIC for each NIC found
on the source. For post-migration connectivity, ensure that the target virtual NIC is mapped to the
appropriate virtual network on the target virtualization platform.

Ethernet NIC Configuration |

¥ Include in Conversion
Mapring | TCF / IP Settings |

Source; Local Area Connection [DHCP Enabled)

Map To Yirtual Metwark:

Autornatic Bridged Metwork Adapter [Bridged] j

Automatic Bridged Network Adapter [Bridged]
Whiware Yirtual Ethernet Adapter for Whinet1 [HoztOnly] (internal]
Whiware Wirtual Ethernet Adapter for Whinet2 [Nat]

Help | ak I Cancel

Include in Conversion: When this options is selected, PlateSpin Migrate creates a virtual NIC for a source NIC.

Map to Virtual Adapter: Select the virtual network that will be used on the target VM. Choose a virtual network
that allows the target VM to communicate with the server.

Start connected: Enable this option to connect the virtual network interface when starting the target machine.

TCP/IP Settings tab: Click the tab to access TCP/IP and advanced network settings. See “TCP/IP and
Advanced Network Settings” on page 113.

6.9.3 TCP/IP and Advanced Network Settings

PlateSpin Migrate provides a standard network configuration interface to both source and target
network settings, and for both Temporary and target post-migration networking. Configuration
settings vary slightly, depending on the operating system.

¢ “TCP/IP and Advanced Network Settings (Windows)” on page 114
¢ “TCP/IP and Advanced Network Settings (Linux)” on page 114
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TCP/IP and Advanced Network Settings (Windows)

The following are standard TCP/IP and advanced network settings for Windows workloads:

Ethernet NIC Configuration |

NG TCP /P Settings |

¥ ‘Obtain an IP address automatically
~—" Usze the follawing IP address:

IF address: I

Subnet magk: I

Drefault gateway: | o .0 .0 .n

~ze the following DMS server addiesszes

Frefermed DMS server: I o .0 .o .0

Alternate DMS zerver: I o .0 .0 .n

Advanced... |
Help | (1]4 I Cancel |

Obtain an IP address automatically: When this option is selected, the workload uses an IP address
automatically assigned by a DHCP server during the migration process.

Use the following IP address: Select this option to specify a static IP address.
Use the following DNS server addresses: If required, specify preferred and alternative DNS server addresses.

Advanced: Click this button to access advanced TCP/IP configuration settings, then specify or edit default
gateway, DNS server, and WINS server information as required.

TCP/IP and Advanced Network Settings (Linux)

The following are standard TCP/IP and advanced network settings for Linux workloads:
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Ethernet NIC Configuration x|

wie E3 TCP /1P Settings |

" Obtain an IP address automatically

+ |lze the following IP address:

IPaddress:ID N | 1 I I m

Subnet rmazk: I o .0 .0 .0

Default gateway: I o .0 .0 .0

Help | (1] Cancel

Obtain an IP address automatically: When this option is selected, the workload uses an IP address
automatically assigned by a DHCP server during the migration process.

Use the following IP address: Select this option to specify a static IP address.

Advanced: Click this button to access DNS configuration settings, then specify preferred and alternate DNS
server addresses as required. You can also indicate whether you want DNS addresses copied to the
resolv.conf file located in your target's /etc directory.

Configuring Target Virtual Machines

For jobs that involve workload virtualization, PlateSpin Migrate provides a mechanism for specifying
target VM configuration options, such as providing a target VM name and a configuration file path,
selecting a datastore to use, and allocating virtual memory, in accordance with the features and
capabilities of the selected virtualization platform.

If you have resource pools configured on your target virtualization platform, you can select a
resource pool for your VM to be assigned to.

NOTE: If your target VMware ESX server is part of a fully automated Distributed Resource
Scheduler (DRS) cluster (a cluster with its VM migration automation level set to Fully Automated), the
newly created target VM’s automation level is changed to Partially Automated for the duration of the
migration. This means that your target VM might power up on a different ESX server from the one
initially selected, but migration is prevented from automatic execution.

To specify target VM configuration options:

¢ In Advanced mode: In the Migration Job window, in the Virtual Machine Configuration section,
click General.

¢ In Wizard mode (Windows only): In the wizard’s navigation pane, click Host Name.
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In Wizard mode, PlateSpin Migrate prompts only for basic virtual machine configuration options.
For configuring advanced virtual machine options, such as those related to resource pools and CPU
scheduling, switch to the Advanced mode.

5;?3 Credentials

‘@ Transfer Options
h Host Mame

1‘] Metworking

iﬁ WM Configuration
R Wolumes

‘1o &3 Disks

&} Services

{3 Transfer Services

Yirtual Machine Name :

[MY-SOL2005 WM

Configuration File Path :

I AM-SOL2005 W AMNY-5 QL2005 WM. v

[ atastare:
I Storage2 j

Resources:

512 MB

td emnary: J

MHurmber of CPLs: I‘] vl

The available zize for the selected datastore will be automatically reduced by
zize of the memorny.

VM Name: Specify a display name for the new virtual machine.

Configuration File Path: Specify the path to the target virtual machine’s configuration file.

Datastore: Select the required virtual machine’s datastore.

Resources: Specify the amount of virtual RAM and the number of CPUs to be assigned to the virtual machine.

6.10.1

Options

Virtualization Platform-Specific and Advanced VM Configuration

In Advanced mode, PlateSpin Migrate displays target virtual machine configuration options specific
to the selected target and provides access to more advanced configuration options.

¢ “Virtual Machine Configuration: VMware ESXi 5” on page 117

¢ “Virtual Machine Configuration: VMware ESX 4.1” on page 118

¢ “Virtual Machine Configuration: Citrix XenServer” on page 119
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Virtual Machine Configuration: VMware ESXi 5

The following are configuration options specific to VMware vSphere 5 (applicable to all VMs under
the containing resource pool).

[@ Edit Settings ==
Mame: |Poo|_28
CPU Resources
Shares: |Normal j | —III:I
Reservation: Ji DEl: MHz
iy

I¥ Expandable Reservation

Limit: —_— J

¥ Unlimited
Memory Resources
Shares: |N0rmal j| '.EEE,—Z:'
Reservation: Ji 1078 =+ MB
iy

¥ Expandable Reservation
Limit: —_— J

W Unlimited

& Remaining resources available

Help 0K | Cancel

Name: Specify the display name for the new virtual machine.

CPU Resources

+ Shares: CPU shares for this virtual machine with respect to the parent’s total. Peer VMs share resources
according to their relative share values bounded by the Reservation and Limit. Select Low, Normal, or
High, which specify share values respectively in a 1:2:4 ratio. Select Custom to give each virtual machine
a specific number of shares, which express a proportional weight.

+ Reservation: Guaranteed CPU allocation for this VM.

Expandable Reservation: Select this option to specify that more than the specified reservation is allocated
if resources are available in a parent.

+ Limit: Upper limit for this virtual machine’s CPU allocation.

Unlimited: Select this option to specify no upper limit.

Memory Resources: (these are similar to CPU resource settings, but apply to memory resources)
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Virtual Machine Configuration: VMware ESX 4.1

The following are configuration options specific to VMware ESX systems prior to vSphere 5. To

access settings that control resource pools, the number of CPUs, and CPU scheduling affinity, click
Advanced.

¥Mware ESX Yirtual Machine Configuration >
1y General |

Wirtual M achine Mame :
f ¥M-SRC3_WM

Datastore ZI dev-compl 24: sharageT j

Fath ZI MM-SRCI_WVMAM-SRC3 WM s

The available size far the selected datastare wil
be automatically reduced by zize of the memorn.

Wi Memaony Allacation (up ta 7.7 GB) 256 ﬁ
W Install Yidweare Tools

Wirtual Devices

[ SCS| Drives IEuSLu:ugil: "l

Help | 0K | Cancel |

Virtual Machine Name: Specify the display name for the new virtual machine.

Datastore: Select the datastore where you want to create the * . vmx file.

Configuration File Path: Specify a name and the directory path for the virtual machine’s * . vimx configuration
file.

Virtual Machine Memory Allocation: Specify a value for the amount of virtual RAM to be assigned to the virtual
machine.

Install VMware Tools: Enable this option to install VMware tools during the migration process (recommended).
SCSI Drives: Select either BusLogic or LSllogic (the recommended option).

Advanced: Click this button to view or modify advanced VM configuration settings.
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ESX 3 Advanced Setup Eq |

Advanced |

{! ', Proceed with caution

~ Rezource Pool

Murnber of CPLs : §
~ CPU Scheduling Affinity :

=" Default E 0 il
|
" Fiun on Proceszorz] ; 7 - ;I

Help | QK I Eancell

Resource Pool: If required, assign your target VM to a resource pool. When no resource pool is specified, the
VM is assigned to the root resource pool.

Number of CPUs: Select the required number of CPUs to assign to the target VM. For example, you can
convert a single-processor workload to a multi-processor VM, or a multi-processor workload to a single-
processor VM.

CPU Scheduling Affinity: Represents which ESX Server processors the virtual machine can run on (if your ESX
Server is a multiprocessor system). Specify the required processor or select Default (recommended).

For details, see your VMware documentation.

Virtual Machine Configuration: Citrix XenServer

The following are configuration options specific to Citrix XenServer.

virtual Machine Configuration x|

' General |

Virtual Machine Name : I AH-W2KE-64-5RCT VIV

Mumber of CPUs : |2 vI

Virtual Machine Memaory Allocation (upto 6 GE )
I 696 MB %

¥ Install XenServer Tocls

Help | QK I Cancel
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6.11

6.11.1

Virtual Machine Name: Specify the display name for the new virtual machine.

Number of CPUs: Select the number of CPUs to assign to the target VM. For example, you can convert a
single-processor workload to a multi-processor VM, or a multi-processor workload to a single-processor VM.

Virtual Machine Memory Allocation: Specify a value for the amount of virtual RAM to be assigned to the virtual
machine.

Install XenServer Tools: Enable this option to install XenServer Tools during the migration process
(recommended).

Handling Operating System Services and Applications

PlateSpin Migrate provides a mechanism for migration jobs to handle Windows services (including
special features for those services related to Microsoft SQL Server and Microsoft Exchange Server
software), Linux daemons, and virtualization enhancements (such as VMware Tools). In addition,
when Windows HAL or kernel file replacements are required, you can view which ones were
selected for update during a migration job.

¢ Section 6.11.1, “Handling the Startup Mode of Services (Windows Targets),” on page 120

¢ Section 6.11.2, “Handling Source Workload Services or Daemons During Live Transfer
(Windows and Linux),” on page 121

¢ Section 6.11.3, “Viewing Windows System Files Selected for Replacement During a Migration,”
on page 122

¢ Section 6.11.4, “Handling the Run Level of Daemons (Linux Targets),” on page 123

¢ Section 6.11.5, “Handling Virtualization Enhancement Software,” on page 124

Handling the Startup Mode of Services (Windows Targets)

You can configure a job to modify the startup mode of selected Windows services after the migration
is complete. For example, if you don’t need a certain Windows service to continue running on a
virtualized workload, you can configure your job to set that service’s target startup type to Disabled.

If you require a service to start upon another service’s request, set the startup type of the required
service to Manual.

You can also configure the job to restore a service’s original startup type after the migration is
complete. For example, you might require a virus scanner to be disabled during the migration, but its
startup type to be restored after the migration completes.

TIP: You can globally configure your startup mode preferences for selected Windows services in
PlateSpin Server default options. See “Target Service Defaults” on page 36.

To configure the post-migration startup mode of Windows services:

¢ In Advanced mode: In the Migration Job window, under the Operating System and Application
Configuration section, click Windows Services (Target), then click an item in the Start Mode
column.
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6.11.2

Operating System and Application Configuration -0 1[ =
Windows Services (Target] |
Name 2 ‘Start Mode ‘Descnphnn ~)| lameis no longer available.
o adler772864.68-. Manual
4 Application Experi..  Automatic Processes application compatibilty cache requests for applic..
4 Application Host.. Automatic Frovides administrative services for 115, for example configur..
i Application Inform..  Manual Faciltates the running of interactive applications with addition..
| 4 Application Layer... Service Name: Application Layer Gateway Service ins for Internet C. A
= @ Application Mana.. 0 Automatic ration requests fo..
" Automatic [Delayed Start)
“@ ASPNET State 5. | o\ states for ASP.N. ster
4 Background Intelli..  Disabled network, bandwidt..
4 Base Filtering En r Restare ariginal setting after o = that manages fir
i 2
] U Certificals Propsg the conversion is complete 3
— s CMG Key lsolation Manual The CNG key isolation service is hosted in the LSA process. ll
Help | akK Cancel
2
3 2
7.3',"‘ Operating System and Application Canfiguration
54 [windows Services [Target No changes to service start up modss
o4 Live Transfer Services [Source Mo zervices will be stopped during file transfer 2

¢ In Wizard mode (Windows only): In the wizard’s navigation pane, click Services, then click an
item in the Target Mode column.

Application Layer Gateway Servil g oioe yame: AppMth
o Services Application Management  Automatic
. ASPMET State Service & Marual
o Transfer Services futomatic Updates € Disabled
=_| Summary Background Inteligent Trarsfer ¢ - Riestore ariginal setting after oK | - |
Citrix #enServer WinGuest Sen the conversion is complete
ClicBook Ilzahled _ L lzahied ¥
Help | Advanced < Back Next > | LCancel | Start I
4

Handling Source Workload Services or Daemons During Live Transfer
(Windows and Linux)

For Live Transfer jobs, PlateSpin Migrate provides a mechanism to stop selected services or daemons
during the migration. This ensures that data on your source is captured in a consistent state.

If your source workload is running Microsoft SQL Server or Microsoft Exchange Server software, you
can configure your migration job to automatically copy the database files of these servers. If you do
not require the migration to include the volume containing the databases, consider not stopping
these services.

If your source workload includes I/O-intensive application services that might inhibit the ability of
the file transfer process to keep up with the changes, consider stopping them during a Live Transfer
migration.

After the completion of the migration, services that you select to stop during a Live Transfer
migration are automatically restarted on the source, unless you explicitly configure your migration
job to power off the source on completion.

For Linux systems, consder using the custom freeze and thaw scripting capability. See “Freeze and
Thaw Scripting Capabilities (Linux Block-Level Migrations)” on page 65.

TIP: You can globally configure your preferences for stopping selected Windows services during VSS
File-based or VSS Block-based Live Transfer. See “Source Service Defaults” on page 35.
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To specify which services or daemons you want the system to stop during Live Transfer:

¢ In Advanced mode: In the Migration Job window, under the Operating System and Application
Configuration section, click Live Transfer Services/Daemons (Source). To indicate that you want
SQL Server and Exchange Server database files copied during the migration, click Advanced
(applicable to Windows systems only).

=10f |
Services To Stop During Live Transfer |
Stopped F| Mame |Desc:ripti0n !ﬂ
= MSS-IJLS-ED‘":D _ =
i Applicatio = L
I~d Alerter Advanced | _
v Applicatio -
o rp— Copy Data Files . i
2 ASP.NET: i
r o il ¥ Copy MS Exchanae Data Files
- B ackgroun:
r Corputer Bi Help | (] 4 I Cancel I
| Indexing Service Tndexes confentz and properfies of fles on local and remaofe com.. ;I
_ Heb | ok | Cancel |

¢ In Wizard mode (Windows only): Not available.

6.11.3 Viewing Windows System Files Selected for Replacement During a
Migration

When converting Windows workloads with system files (such as a HAL or kernel files) that are
incompatible with the target infrastructure, PlateSpin Migrate uses an appropriate file from its
library and saves a backup copy of the source file (* .bak) on the target, in the same system directory.

You can view the HAL or kernel files that PlateSpin Migrate identifies as those requiring
replacement:

¢ In Advanced mode: In the Migration Job window, under the Operating System and Application
Configuration section, click System Files.

E MNetwaork Canfiguration

|l 5ystem File Changes - Sample Environment X "
&) Network I S J C e
B GuesthiC Sowce System Fies | T arget System Files

B Guestmic Ql (halacpidi 5.2.3730.1830) | halaacpi.dl (halaacpi.dl 5.2.3730.1830) |

- 2
,’;t'l‘& Operatin
A ‘

©# Windows S oK

3 Liva Transt

) 1 filefs) will be: replaced

~51 Drive Configuration

¢ In Wizard mode (Windows only): Not available.

The following warnings might display at the bottom of the dialog box:

Driver Cache is empty Indicates that you might need to place the necessary files into the local
driver cache on the source Windows server (. . \Windows\Driver
Cache).
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The driver cache contains a PlateSpin Migrate has a partial match with its matrix but the driver cache
higher version contains a later version of one or more system files than the one that
PlateSpin Migrate will use.

File <filename> will be PlateSpin Migrate has not found a match for the system files in its matrix.
replaced with lower version It will replace the system files with a version that is earlier than the ones
that were discovered as the source machine's original system files.

File <filename> will be PlateSpin Migrate has not found a match for the system files in its matrix.
replaced with higher version It will replace the system files with a version that is later than the ones
that were discovered as the source machine's original system files.

If warnings appear on the screen, click More Help (only available if warnings exist) to learn more.

See also the following KB Article 7920815 (https://www.netiq.com/support/kb/doc.php?id=7920815)
(FAQ: Understanding the System Files Information screen).

6.11.4 Handling the Run Level of Daemons (Linux Targets)

You can configure a job to modify the run level of selected Linux daemons after the migration is
complete. Use the following numeric values:

0  Shutdown

1  Single-user mode

2 Unused (user-defined)

Full multi user-mode (no GUI)
Unused (user-defined)

Full multi-user mode with display manager (GUI)

o o0 b~ W

Reboot

To configure the post-migration run level of Linux daemons:

¢ In Advanced mode: In the Migration Job window, under the Operating System and Application
Configuration section, click Linux Daemons (Target), then click an item in the Run Level column.

- Linux Daemons (T arget) I
:ﬁ Licen Mame 2 |F!un Lewel Dezcription I;
!j Wiy |wd anacron 2,3.4.5 Fiun cron jobs that were left out due to downtime
4 apmd 2,3.4.5 apmd iz used for monitoring battery status and logging it via sy
5 Genel || firstboot <hones Firstboot iz a diuid style program that runs on the first time /
43 agpm Rur Level: gprn wed Linux applications such
'n o 2 iptables ForCdiMzMaW4ME 6T B |yt jptables.
- 42 rda Reset 114 | Cancel
&) Mot &b isdn Fr e TS SO DT ST
g %:sl o} keptable 1.2.3.4.5 This package loads the selected keyboard map as setin Aetc/sy ll
'7:: - _Hep | oK Cancel |
¢ [Linux Daemons [Target] | MNa changes to daemon run levels
;;33 Drive Configuration A
@ Hard Drives Disk. 1 with 3 partitions and no volume groups -

¢ In Wizard mode (Windows only): Not available.
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6.11.5

Handling Virtualization Enhancement Software

For V2X migrations, PlateSpin Migrate provides a mechanism to automatically uninstall
virtualization enhancement software, such as VMware Tools.

When converting a workload on a VMware platform that has an earlier version of VMware Tools
installed, PlateSpin Migrate identifies the presence of obsolete software and adds a VMware Tools
Cleanup step in the migration job.

You must provide administrator credentials to uninstall VMware Tools. The credentials provided
must match the admin-level user account that was logged in during the installation of VMware Tools.

When the earlier version is uninstalled, PlateSpin Migrate proceeds with the installation of the new
version of VMware Tools.

NOTE: If you are downgrading a virtual machine that has VMware Tools installed, or if you are
converting a virtual machine to another VMware target that has an older version of VMware Tools,
the installation of VMware Tools during the configuration of the target will fail.

To configure a job to remove or replace VMware Tools during the migration:

¢ In Advanced mode: In the Migration Job window, under the Operating System and Application
Configuration section, click Clean up VMuware Tools.

1‘.’} Whiware ESX Virtual Machine Configuration

- — m— —————— on
Clean Up ¥Mware Tools Configuration x|

A& previous version of WMware Toals is found and needs
to be replaced. Enter credentials used to install the

h Nsfetart Gttt previus YMware Tools to uninstall on the target, |

& Geneal

credentials are not known, you may heed ta install the
— new wersion of YMware Taok manuall after conversion s |
Network [dentification completed.

8@ GuestWiC1

B4

" .
.;*E"a, Operating System and Appl ¥ Provide Credentials

Credentials
o3 Wwindows Services [Target

User Name: | roat
4 Live Transter Services [Source

2 [Clean Un ¥Mware Todk Password |eesessss

2 Svstem Files

Confirm Passveord: ..-u"-

42 Drive Configuration

Cancel | I

@ Haid Dirives

¢ In Wizard mode (Windows only): In the wizard’s navigation pane, click VM Tools.

& 3 Credentials i
© A previous version of Wiware Taols is found and needs to be replaced. Enter credentisls used
toinstall the previous Whware Tools to uninstall on the target, |f credentials are not known, you

& Transfer Method may need ta install the: new version of WMware Tools manually after conversion is completed.

» Host Mame
2 3 Nemworking
& VM Configuation

2 E3 M Todls

Yalumes

Clean-up Tools Credentials

User Name: | x|

Passward, | eesesses

Confim Password: | e

Disks

wr Services

Depending on the target, PlateSpin Migrate identifies existing instances of VMware Tools and
prompts to either replace or remove them, as applicable:

¢ For non-VMware targets: The job configuration interface prompts you to uninstall VMware
Tools. Provide the same admin-level credentials used to install the software. If the credentials are
unknown, VMware Tools remains on the target machine after migration.
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¢ For VMware targets: The job configuration interface prompts you to replace VMware Tools.
Provide the same admin-level credentials used to install the obsolete version of VMware Tools. If
the credentials are unknown, install the new version of VMware Tools manually after the
migration completes.

Handling a Workload’s Storage Media and Volumes

PlateSpin Migrate provides mechanisms for configuring your migration job to handle your workload
volumes and their physical or virtual layout in the target infrastructure.

Workload Virtualization (X2V)

When virtualizing a workload, you can select which volumes you want included on the target and
manage their free space sizes. You can also control how physical disk arrangement on your source is
propagated on the peer virtual machine according to the target virtualization platform’s storage
media configuration and virtual disk handling features and capabilities.

Workload Deployment to Physical Hardware

When you are migrating workloads to physical hardware, you can select which source volumes to
include and size, and which target disks to repartition and populate.

RAID Storage

PlateSpin Migrate supports RAID (Redundant Array of Independent Disks) storage, which it treats
like any other storage hardware. As long as the associated storage controller driver is present,
PlateSpin Migrate successfully completes the migration. PlateSpin Migrate does not support software
implementations of RAID.

SAN Storage

PlateSpin Migrate supports SAN storage. As long as the driver for the associated host bus adapter
(HBA) is present, PlateSpin Migrate successfully completes the migration. PlateSpin Migrate treats
SAN LUNs like any other disk with logical volumes.

NAS

PlateSpin Migrate supports Network Attached Storage (NAS) systems. PlateSpin Migrate treats NAS
like any other disk with logical volumes.

Windows Dynamic Disks

PlateSpin Migrate supports Windows dynamic disks, including mirrored, spanned, and RAID 5
configurations.

PlateSpin Migrate treats dynamic disks like it treats any other logical volume. When you are
converting workloads that have dynamic disks, the disks on the target workload are created as basic
disks, which you can use to remove unnecessary or obsolete dynamic disk configurations. After the
migration, you can upgrade the required disks on your targets from basic to dynamic disks.
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Linux Logical Volumes

PlateSpin Migrate supports logical volumes of Linux workloads. If Logical Volume Manager (LVM)
is installed on your Linux source, you can use several LVM1 and LVM?2 features to better manage
your target workload’s volume layout and organization.

You can set up your workload migration job to:
¢ Re-create logical volumes of the source on the target, or create logical volumes on the target even
if the source is not using LVM.

¢ Create new volume groups on the target that are not on the source, or omit volume groups from
the target that are present on the source.

¢ Rename volume groups on the target.

¢ Distribute volumes to different volume groups and disks.

NOTE: PlateSpin Migrate does not support:

¢ Copying LVM snapshots and LVM mirrors. You can create LVM snapshots and mirrored logical
volumes on the target after the migration completes.

¢ Migration of Linux workloads with encrypted volumes.

Storage layout and volume configuration settings depend on the job configuration mode (Advanced
or Wizard), migration type, target virtualization platform, and source operating system.

OES 2: NSS File Systems and EVMS

PlateSpin Migrate supports NSS file systems of OES 2 workloads along with EVMS volume layout
features. You can:
¢ Preserve source EVMS layouts on your target workload
¢ Create, delete EVMS volumes, and manage EVMS volume layouts
¢ Copy NSS pools from your source to the target
+ Make use of NSS snapshots for consistent copying of your source volumes.
The following topics provide additional information:
¢ Section 6.12.1, “Windows Storage Layout and Volume Configuration (Wizard Mode),” on
page 126
¢ Section 6.12.2, “Storage Layout and Volume Configuration (Advanced Mode),” on page 129
¢ Section 6.12.3, “Volume Configuration in Server Sync,” on page 135

¢ Section 6.12.4, “Handling Volumes and Image Files in X2I (Imaging) Migrations,” on page 136

6.12.1 Windows Storage Layout and Volume Configuration (Wizard Mode)

126

¢ “Storage Layout Configuration: Windows X2V (Wizard Mode)” on page 127
¢ “Volume Configuration: Windows X2V, X2P (Wizard Mode)” on page 128
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Storage Layout Configuration: Windows X2V (Wizard Mode)

Use this Migration Wizard page to specify a disk mapping scheme during Windows workload

virtualization operations.

In the wizard’s navigation pane, click Disks.

Conversion Wizard {Copy NY-SQL2000 to LA-DR-ESX) 5[

i Storage Layout Configuration

Credentials Dizk M apping

{* Same as source
Tranzfer Method
" One volume per disk

@
a
B HostName
"
)

Storage Layout

= [ storage2
= ‘e AMY-SOL2000 R AY-S0L2000 Wk _1 wrndk,

o [MTFS - System)

" Single disk o Do [MTFS)
i B [NTFS
W etwiarking " Custom =L )
B3 storagel
Wi Configuration
e Yolurmes -~ Details
Yolume -E: [NTFS)
3 Dizks
. Map ta I"v‘irtual disk 1 j
i Services
. Transfer Servi . Uzed space 1.3 GE
ol ranster Services S
- Free zpace 1.2 B
a5 Pozt Cornversion Tatal size 16 K 153.9%
i] Summary
Help | Advanced | < Back | MNest » LCancel | Start I

Storage Layout section: Displays information in a tree format according to the options selected.

Disk Mapping options: These options control how the source disk arrangement is propagated on the target.

Select the option that best suits your migration. To add a virtual disk, select Custom, then click Add Virtual Disk

in the Details section.

Details section: Displays information applicable to the selected item in the Storage Layout tree.

You can rearrange disks by dragging and dropping.

To add a virtual disk, select a storage item in the upper section, and in the Details section click Add Virtual Disk.

To view the path and name of a virtual disk and datastore it is assigned to, select the virtual disk.
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Volume Configuration: Windows X2V, X2P (Wizard Mode)

Use this Migration Wizard page to select volumes to include in the migration and to adjust the

volume size on the target.

In the wizard’s navigation pane, click Volumes.

Conversion Wizard (Move winZk-SrySync-5 to LA-ESX3-01) il
& Yolume Configuration

E:'j En Credentials Adjust volume free size: Select volumes to be included in the conversion:

_ " Fixed I 1GB Include | Marne | Frae | Total Size
W Transfer Method € Pecent [ =] [@F  CINTFS Sysen) %31, 24GB
r Host N 5 = W M:[NTFS) 39GE  349GE

: petHams aMme as sorce W D:(NTFS) 2GB 2GB

"

n E:’ Metworking Bl
5 Wil Configuration
& 3 wM Taoks

a3 Yolumes

& Dicks Dretailz

9!7 Include  YWolume - C: [NTFS - System]
ind Services
. Uzed space  2GB - 54.8%
il Transfer Services . Free space I 36309 ME
2 g 15.1% «
B Post Conversion Total size I 235 GB
= Surmmary
Help | Advanced I < Back | Mest = LCancel Start |
Y

Adjust Volume Free Size: Use one of the options to specify the volume free size. Custom lets you enter a free
space value in the Details area.

Select volumes to include in the conversion: Select the volumes to be converted. System or boot volumes must
be selected.

Details: View information about the selected volume. You can modify free space and total size values.
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6.12.2

Storage Layout and Volume Configuration (Advanced Mode)

When you are working in Advanced mode, the Peer-to-Peer Conversion job window provides access

to a single configuration interface that combines the wizard’s Volumes and Disks screens.
To access drive configuration options in Advanced mode:

¢ In the Migration Job window, under the Drive Configuration section, click Hard Drives.

o Windows Services [Target
4 Live Transfer Services [Source
() Swstem Files

Mo changes to service start up modes
Live Transfer is disabled, no services will be stopped
Mo files need to be replaced

3

1«':3 Drive Configuration

‘g [Hard Drives One vittual hard disk with one partition -
Help | m All errors must be resolved before continuing Save | 'l Start I Cancel |

4

Settings vary depending on the target system.

+ “Windows X2P Drive Configuration (Advanced Mode)” on page 129
¢ “Linux Drive and LVM Volume Configuration (Advanced Mode)” on page 130
¢ “Target VM-Specific P2V/V2V Drive Configuration (Advanced Mode)” on page 133

Windows X2P Drive Configuration (Advanced Mode)

Use these settings to select the volumes to copy during the migration:

Properties - Sample Environment

3 Settings |

Select source volumes to copy and size :

‘@ Disk 1

Disk Name Size

Target disks to repartition and populate

Allocated
319GB ] 222GB

MNew Partitions

Copy ? Volume Free Space Size Mew Free Space MNew Size To Disk
C: (NTFS - System) EGB 10GB 6 GB NGB Gl |
D: (NTFS) 5GB 10 GB 5GB WGBi@1 &
E: (NTFS) 1112MB  16GB 31112 MB 16GB @ 1w

Preserved Partitions

] I——

ok ][ Cancel
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Copy: Select the volumes to be copied during the migration.

New Free Space: To resize the volume during the migration, specify the desired amount of free space.
PlateSpin Migrate automatically adjusts New Size.

New Size: To resize the volume during the migration, specify the desired size. PlateSpin Migrate automatically
adjusts New Free Space.

To Disk: Select which hard drive the volume will be copied to on the physical target machine.

Preserve Partitions: Click this column to determine if an existing vendor partition should remain intact during the
migration. If the partitions are not selected, PlateSpin Migrate permanently removes the partitions from the
server.

Linux Drive and LVM Volume Configuration (Advanced Mode)

Use these settings to select the volumes and non-volume source spaces to copy and size during the
migration. If LVM is installed on the source, a Volume Group tab provides you with corresponding
options.

¢ “Handling Linux Disks and Volume Groups” on page 130

¢ “Linux Drive and LVM Volume Configuration (Settings Tab)” on page 131

¢ “Linux Drive and LVM Volume Configuration (Volume Groups Tab)” on page 132

¢ “Linux (OES 2) Drive and Volume Configuration (EVMS Volumes tab)” on page 133

Handling Linux Disks and Volume Groups

The PlateSpin Migrate Client provides you with Linux-specific user interface elements that provide
you with options to properly handle your Linux storage.

Note the following sequence of steps that you must take for properly configuring and mapping
newly-added disks and volume groups.

1 After adding a new disk, go to the Volume Groups tab and map the required volume group name
by selecting the Include option.
See Linux Drive and LVM Volume Configuration (Volume Groups Tab).

2 Specify Size in Allocation for Volume Group Box

3 For each added disk, specify the required size in the corresponding Allocation for Volume Group
field.

After the system focus shifts away from the field, the size of the newly-added disk is updated
dynamically.

PlateSpin Migrate 9.3 User Guide



Linux Drive and LVM Volume Configuration (Settings Tab)

Use these settings to select source volumes to copy, non-volume source spaces to re-create and size,
and target disks to repartition and populate.

Drive Configuration

| Yolume Groups | EVMS Volumes |

Wirtual disks to create: Add | Remove Linsed Disks |
Disk Datastore |Size | File Name |Thin
ﬂ dev-compl24. » B8GE Ises-pes2-1 platespin_VMise_.. [
Virtual disk 1 a dev-compl?24. -~ 2GBE Ises-pes2-1 platespin_VMise [
Virtual disk 2 a dev-compl124. - 2GE Ises-pesd-1 platespin_VMise... [
Select volumes to copy and size:
Inclu.. |Volume |Free Space |Size |New Free Space |Ne.w Si.. |D|Sk.-"-."olume Group/EVMS Volw...
/ 3BGB 64GB 38GE 4GB §=2 system -
[  /boot 55.8 ME 68.3 M. 55.2 ME 683 M \'DISkD -
[v /loptinovellinss/mnt/.. 2.8 GB 4GB  25GEB 4 GE = POOL1 -
Select non-volume storage to recreate and size:
Include | Type | Partition |Si2e | ls Swap | New Size |DiskMNolume Group/EWVMS Volume
Idevizystem/s.. 1.5GE v 1.5GE = st.rstem -
/ El ME - -
'G'ME'?.' i .:. R AR AAAAAAAAAAAAAAAAA AN ~

Help | QK I Cancel

Include: Select the volumes or non-volume source spaces to be copied or re-created and sized during the
migration.

New Free Space: To resize the volume during the migration, enter the desired amount of free space. PlateSpin
Migrate automatically adjusts New Size.

New Size: To resize the volume during the migration, enter the desired size. PlateSpin Migrate automatically
adjusts New Free Space.

Disk/Volume Group: Select which hard drive or volume group the volume will be copied to on the physical
target machine.

Preserve Partitions: For each disk, click the corresponding cell in this column to select existing vendor partitions
to preserve during the migration. If the partitions are not selected, PlateSpin Migrate permanently removes
them from the server.
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Linux Drive and LVM Volume Configuration (Volume Groups Tab)

Use these settings to manage volume groups.

Drive Configuration
' | Evms Volumes |
“olume Group M... | Free Space |T{:|ta| 5. Inclu.. | Disk |ﬁ-.l|oc:ation for... |Free Spa.. | Size of Di_..
0O MB 75GB Virtual disk 0 75GE 8GE 8GE
[~ Virtual disk 1 oMB 2GE 2GB
I Virual disk 2 0 MB 2GE 2GE
Add Rename Delete
Yolume Yolume Wolume
Group Group Group
e | oK | Cancel

Add Volume Group: Creates a volume group on the target machine that is not present on the source machine.
Rename Volume Group: Renames a volume group that is being copied from the source to the target.

Delete Volume Group: Deletes a volume group so that it is not created on the target machine. The volumes
assigned to the volume group can be reassigned to other locations by using the Settings tab (by default, they
are assigned to disk).

Allocation for Volume Group: To allocate space on disks to a volume group, select the volume group, then
select the disks to include in it. Specify the amount of space to be allocated to it on each included disk.

132  PlateSpin Migrate 9.3 User Guide



Linux (OES 2) Drive and Volume Configuration (EVMS Volumes tab)

Use these settings to manage EVMS volumes (OES 2 workloads with NSS file systems).

Drive Configuration

EWVMS Volume Mame | Total Siz_..| Total Siz_.

429287 . 4GB
EvmsVolume0D 0 0MB
EvmsVolumel1 0 OMEBE

Remove EVMS

Add EVMS volume FiliTe

Inc... Disk | Allocation £ | Allocation £. | Free S [ Size of
Virtual disk 0 0 0MB 3GE  8GB

[V Virual disk 1 21464350.. 2GB 2GB  2GB

[ Virual disk2 21464350.. 2GB 2GB  2GB

Help |

o |

Cancel

(Left Section)

EVMS Volume Name: Displays a list of EVMS volumes found on the source.

Add EVMS volume and Remove EVMS Volume buttons: Click to create or delete EVMS volumes.

(Right Section)

Include: Select this option to include the indicated volume in the migration.

Allocation for EVMS Volume: To allocate space, select a volume, then select the disks to include in it. Specify

the amount of space to be allocated to it on each included disk.

NOTE:

+ Selecting multiple disks for a single EVMS volume is possible only for volumes with NSS pools.

+ The source and target EVMS volumes must be equal in size.

Target VM-Specific P2V/V2V Drive Configuration (Advanced Mode)

When you configure a peer-to-peer virtualization job in Advanced mode, the job configuration

window provides access to settings specific to the target virtualization platform.
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Drive Configuration: VMware ESX

The following are drive configuration settings specific to VMware ESX:

Drive Configuration - Sample En¥ironment x|

Settings | Yolume Groups |

Virtual dizks to create: Add | Remove nused Dizks |

Diigk. [ atasztore | Size File Mame
ﬂ storagel -~ 4GB ANY-RHELA-LWR WA ANY-RHELS-LW b Wb _1 vk

Select volumes to copy and size:

Include | %Wolume Free Space | Size Mew Free Space | Mew Size Dizk Y alume Group
4 24 GB 32 GB 24 GB 32GB = YalGroup0o -
v Aboat 2.2 MB 958.7 MB 2.2 MB 98.7 MB @ Dizk. 0 -
™ Ahome 23.1 MB 958.7 MB 881 MB 98.7 MB & Disk 0 -

Select non-volume storage to recieate and size:

Inchude | Type Fartition Size |Is Swap |Disk.-"'v"|:||u... Mew Size
AdevMolGroupl0ilo. 512 MB | = Yol = S12ME

] Cancel

Datastore: Select the datastore volume on the ESX 3.0 server where you want to place the vmdk files.
Copy: Select the volumes to be copied during the migration.

New Free Space: To resize the volume during the migration, specify the desired amount of free space.
PlateSpin Migrate automatically adjusts New Size.

New Size: To resize the volume during the migration, specify the desired size. PlateSpin Migrate automatically
adjusts New Free Space.

Disk/Volume Group: Assign the volume to a disk or, if LVM is enabled, to a volume group. The volume will be
copied to this disk or volume group on the target machine.

Create: Select any non-volume disk partitions that should be created on the target machine (for example, a
Linux swap partition).

New Size: To resize the non-volume partition during the migration, specify the desired size.
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6.12.3

Volume Configuration in Server Sync

When you are using Server Sync to synchronize two Windows or Linux workloads, PlateSpin
Migrate provides you with the capability to specify the required mapping between source volumes
and existing volumes on the target. See “Synchronizing Workloads with Server Sync” on page 76.

To access volume configuration options in a Server Sync job:

¢ In Advanced mode: In the Migration Job window, under the Drive Configuration section, click
Volume Mapping (for Windows machines) or Drives and Volumes (Linux machines).

¢ In Wizard mode (Windows only): Not available.

The following topics provide information about Server Sync volume configuration options specific to
Windows and Linux workloads.

¢ “Server Sync Volume Configuration (Windows)” on page 135

+ “Server Sync Volume Configuration (Linux)” on page 136

Server Sync Volume Configuration (Windows)

A Server Sync job for Windows workloads provides detailed drive and volume information for both
the source and the target, and enebles you to specify the required mapping.

4f  Post Conve
Source Yolume Mapping
rg Yhdware |
~ Source Walumes
|"Jnlume £ |Serial Hurnber |Used Space |Ma|:npeu:| To |
& Gened 3 CNTFS-System]  148c2edc 24 GE C: NTFS - System] =
@ D [NTFS) feaddals 2GB -
H Network |G M: [NTFS) 148d27e1 39GE -
£) Metwark Ide
¥ GuestMIC1 . Souce Details Target Details
o olurne: C: [NTFS - System)] Wolumne: C: [NTFS - System)]
o 98 Operatini | Labet Label
de. Serial Mumber:  148c2cdc Senial Mumber:  ach183cd
) Windows Si Total Space: 24 GB Total Space: 24 GB
¢ Live Transke Used Space: 2GE Uzed Space: 2GE
5 Clean Up 'l Free Space: 363.1 MB Free Space: 390.1 MB
4 Sustem Files
_L_"E Drive Co QK | Cancel |
o C: [MTFS - System] mapped to C: [NTFS - Spstem) ~|

Mapped To: Map each volume on the source to an existing volume on the target.
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6.12.4

136

Server Sync Volume Configuration (Linux)

A Server Sync job for Linux workloads provides detailed mount point and volume information for
both the source and the target, and enebles you to specify the required mapping.

0 End5States
Source Volume M appin
E‘I Schedule PR |
& Credentigls - Souce Yaolumes
[ Motification |‘-J'0Iume A | Device | Used Space | M apped To |
e Take Conlr =) / [ext3] ddewAolGroupl0.. 2.9 GE # [ext3] -
=ﬁ Licenze Ke g /boot [ext3] Adev/zdal 195 ME Ahont (2xt3) -
& Post Conve
H Metwork
£ metwork |d ~ Source Detail: Target Details
A DN Wallme: 4 [et3) Walume: 7 [emtd]
L Metwark Ce Label: Label:
Device: .-:'l:_lE\-'NDlG[DUpDD.-"LDQVDl Device: AdewdmyGroupLogyol00
5 ,'_1 0 . Total Space: 13.7 GB Total Space: 4GB
?-,d peratin Uszed Space: 29GE sed Space: 23GE
m Free Space: 108 GE Free Space: 1.7 GB
’*:3 BUEXSE oK Cancel

@ [Drives and YWolumes

f'l:tucu:ut IJEHtSLr'naDDed ‘to .a'chuot [ext3]

Mapped To: Map each volume on the source to an existing volume on the target.

Handling Volumes and Image Files in X2l (Imaging) Migrations

When capturing a PlateSpin Image or importing volumes into a PlateSpin Image, PlateSpin Migrate
provides a mechanism for including required volumes in an image, and specifying volume data
mapping and image configuration options.

¢ “Target Volume Configuration: Windows X2I (Wizard Mode)” on page 137

¢ “Image Configuration: Windows X2I (Wizard Mode)” on page 138
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Target Volume Configuration: Windows X2I (Wizard Mode)

When you are setting up a Capture Image or Import Image job in wizard mode, use this page to select
volumes to include in the image and to specify paths to existing volume data.

Conversion Wizard (Import NY-S0OL2005 to LA-IMAGEREPDO) il

&y TargetVirtual Disk Configuration

&:ﬁ Credentials Setings |
1Y Disks Select volumes to include in image :
) . Inchud “olume Mapz to Predicted im | =
) Image Config C: [MTFS - Spstem) 4.4 GE
= Summary [ M [MTFS] oy 7 GB

Walume Data Mapping for C:

Fath of image on Image Server:

=

@ Image Tvpe: Yolume Data
Repackage: Mo

Advanced | < Back |

Help |

Mest » |

LCancel | Start

For each volume selected for the image, specify the path to the corresponding image data.

For a Capture Image job, specify the path to the image package file (* . pkg).

For an Import Image job, specify the path to the directory containing the raw volume data.

To repackage the image, click Advanced in the Volume Data Mapping area and select Repackage in the
Properties dialog box. Specify a path for the new image file, or use the default path.
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Image Configuration: Windows X2I (Wizard Mode)

When you are setting up a Capture Image or Import Image job in wizard mode, use this page to
specify the image name and the path where it is stored.

Conversion Wizard (Import NY-SOQL2005 to LA-IMAGEREPO) il

& Image Configuration

5:'3 Credentials Image Mame :
[NY-50L2005 Image

i Digks
) Configuration File Path ;
&/ Image Confia. | ¢+ [PlateSpin Image ServertNy-50L2005 Image\Ny-5 QL2005 Image s

il Summary

Advanced £ Back MHext > LCancel | Start I

4

Image Name: Type a name for the workload image or accept the default.

Configuration file path: Type the full path to the image’s XML configuration file or accept the default.

Including a Custom Post-migration Action in a Migration
Job

You can set up your migration job to execute a custom action on your target. You must define and
save your custom actions and their dependencies in advance. See “Managing Custom Actions” on
page 63.

NOTE: Post-migration actions are supported for peer-to-peer and one-time Server Sync migrations
only.

When you are setting up a migration job, select the required action, any required command line
parameters, and a timeout as required. You must also provide valid credentials for the target
workload. If the target workload credentials are unknown, you can use the credentials of the source
workload.

To specify a custom post-migration action for your migration job:

¢ In Advanced mode: In the Migration Job window, under the Virtual Machine Configuration
section, click Post Conversion.

¢ In Wizard mode (Windows only): In the wizard’s navigation pane, click Post Conversion.
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Select Action: From the drop-down list, select a custom action previously saved in your library of post-
migration actions.

Execution Parameters: Specify any required command line parameters for the action. If required, specify
a timeout.

Credentials: Provide administrator credentials for the target. If they are the same as those for the source,
and if they have been saved, select Use Source Credentials.
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Frequently Asked Questions

This section provides answers to frequently asked questions.

What are the performance and scalability characteristics of my PlateSpin Migrate
product?

Your PlateSpin Migrate product’s overall performance, including data transfer speeds and scalability,
depend on a variety of factors in your specific environment. See “Performance” on page 17.

How secure is my PlateSpin Migrate product?

PlateSpin Migrate provides several features to help you safeguard your data and increase security.
See “Security and Privacy” on page 17.

Does PlateSpin Migrate support my workload’s data storage technology?

PlateSpin Migrate products support a number of data storage and management technologies,
including Windows dynamic disks, Linux logical volumes, RAID (Redundant Array of Independent
Disks) systems, and SAN (Storage Area Network) systems.

Can | use custom SSH ports to communicate with my workloads?

Yes. See “Discovering the Details of Source Workloads and Targets” on page 49.

Can multiple migrations run simultaneously?

Yes. See “Performance” on page 17.
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B.1

Troubleshooting PlateSpin Migrate

This section provides a series of topics about troubleshooting PlateSpin Migrate.

¢ Section B.1, “Discovery,” on page 143

¢ Section B.2, “Peer-to-Peer Migrations (Windows),” on page 145

¢ Section B.3, “Using Images,” on page 146

¢ Section B.4, “Post-migration Cleanup of Source Workloads,” on page 147

Discovery

Table B-1 Common Issues and Solutions Related to Discovery Operations

Problems or Messages

Solutions

"Application has generated an
error" during registration of
physical server

This error occurs if the physical server is unable to
contact the PlateSpin Server. A common cause is
incorrect information entered during the registration
process. To restart the registration process, enter
RegisterMachine.bat. Ping to confirm basic
connectivity with the PlateSpin Server.

My physical server has
completed the registration
process, but is not seen in
PlateSpin Migrate Client

The full registration process can take some time to
complete. After the second command prompt window
has closed on the physical server, wait a few minutes
before clicking the Refresh button in PlateSpin Migrate
Client.

Problems discovering source
and target servers

KB Article 7920291 (https://www.netiq.com/support/kb/
doc.php?id=7920291) contains troubleshooting
checklists for discovering the following:

¢ Linux servers and VMware ESX Servers

+ Windows-based source and target servers

The article also has instructions for troubleshooting
WMI connections and checking if DCOM is enabled.

"Package <...> Not Found"
during discovery of existing
Windows servers

Check for IIS configuration and network settings.
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Problems or Messages

Solutions

Could not find file
"\{servername}admin$\{rand
omID}.xml"

This error might occur on Windows Server 2000 or 2003
hosts.

In some cases, either of these troubleshooting steps
addresses the issue:

* Ensure that the Admin$ share on the PlateSpin
Server host is accessible. If not, enable it and try
the discovery again.

-OR -

¢ 1. From any Web browser, open https://
Your PlateSpin Server/
platespinconfiguration. 2. Locate and edit
the ForceMachineDiscoveryUsingService
entry and change it to true. 3. Save the value and
retry the discovery.

Related KB Articles:

ID

Description

7920339 (https://www.netig.com/support/kb/
doc.php?id=7920339)

7920862 (https://www.netig.com/support/kb/
doc.php?id=7920862)

7920291 (https://www.netig.com/support/kb/
doc.php?id=7920291)

ERRMSG: Discovery fails with "The request failed
with HTTP status 407" message

ERRMSG: Recoverable Error:
ControllerConnectionBroken during discovery

ERRMSG: Server details discovery problems
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B.2 Peer-to-Peer Migrations (Windows)

Table B-2  Common Issues and Solutions Related to Peer-to-Peer Migrations (Windows)

Problems or Messages Solutions

One of the following errors displays This indicates one of the following problems:
during offline migration:
+ The network settings for the temporary IP

+ Waiting for Controller to start addresses under Job Configuration >
(Failed) Advanced might not be configured

+ Controller Connection Not properly.
Established + There was a possible network outage

that prevented the source/target machine
from communicating with the PlateSpin
+ Unable to start the Heartbeat Server.

Service

+ Controller Connection Broken

* The source/target machine was not able
to fully boot into the pre-execution
environment.

To diagnose the exact cause of failure, check
the state of the system where the controller
failed to start. Commands such as ipconfig
and ping are available to verify basic network
connectivity.

File transfer hangs at 1% or progresses By default, a link type of AUTO is used on the

at a slow pace source server during a migration. If the source
server is connected to a switch port that is
forced to 100/FULL, the Force Full Duplex
option must be enabled when configuring the
migration. If this option is set incorrectly, a
duplex mismatch occurs on the network.

Unable to determine suitable boot When converting existing source servers, the
partition boot volume must pass the following checks:

* |t must be on a basic disk
+ [t must have 175 MB of free space
+ It must be a primary partition

+ If any of these are not true for the system
volume, the migration fails while
attempting to take control of the source
server.

Job remains in a Scheduled state fora There is a problem with the Operations

long period and then changes to Framework Controller on the PlateSpin Server.
Recoverable error (all sub-steps display Use the Windows services plug-in to confirm
NotStarted status) that the Controller is running. See KB Article

7920862 (https://www.netiq.com/support/kb/
doc.php?id=7920862) for other
troubleshooting instructions.
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Problems or Messages

Solutions

Troubleshooting failures at the

Configuring Operating System stage

(also applicable to Configure Target

Machine or Configuring Virtual Machine

migration steps)

Live Transfer is unavailable

Generally, failures during the configuration
step indicate that a time-out occurred when
attempting to configure the target physical or
virtual machine. Although the migration job
appears to have failed, the overall migration is
probably successful and the configuration
service running on the target will likely
continue its operations.

KB Article 7920327 (https://www.netiq.com/
support/kb/doc.php?id=7920327) contains a
detailed troubleshooting checklist and lists
information required if technical support is
necessary.

Either an unsupported file system or operating
system exists on the server.

Related KB Articles:

ID Description

7920862 (https://www.netig.com/support/kb/
doc.php?id=7920862)

7920810 (https://www.netig.com/support/kb/
doc.php?id=7920810)

2790341 (https://www.netig.com/support/kb/
doc.php?id=7920341)

ERRMSG: PlateSpin Migrate Job remains at a
"Scheduled" or "Recoverable Error" state

INFO: Restore job stalls - "The configuration service
in the target machine..."

INFO: What ports does PlateSpin Migrate use
during discovery, migration and file transfer?

Using Images

Table B-3 Common Issues and Solutions Related to PlateSpin Images

Problems or Messages

Solutions

Cannot see PlateSpin Images on
PlateSpin Image Server

Failed to mount image. The
volume does not contain a
recognized file system

If the Servers view is configured to group servers by
machine, discovered image servers cannot be
expanded. To display the images, reconfigure the
Servers View so the servers are grouped by domain
instead of machine.

This error message might appear when you are
importing or deploying volume data while installing a
PlateSpin Image Server on Windows 2003. To
resolve the error, use the Windows services plug-in
on the PlateSpin Image Server. Modify the logon
properties for the PlateSpin Migrate Operations
Management Controller service to use an account
with local administrative privileges. Restart the
service after making this change.
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B.4

B.4.1

Problems or Messages Solutions

Security descriptors are not intact When you are creating a PlateSpin Image using raw

on deployed server when you are volume data that was extracted from a Ghost Image,

using volume data from a the security descriptors are not preserved on the

Symantec Ghost image VM. This is because the extracted files inherit
permissions of their parent folder.

Related KB Articles:

ID Description
7920879 (https://www.netig.com/support/kb/ ERRMSG: The file cannot be accessed by the
doc.php?id=7920879) system

Post-migration Cleanup of Source Workloads

Source workloads might occasionally need a post-migration cleanup. For example, you might need to
clean up a source workload of all PlateSpin software components after an unsuccessful migration.

¢ Section B.4.1, “Cleaning Up Windows Workloads,” on page 147
¢ Section B.4.2, “Cleaning Up Linux Workloads,” on page 148

Cleaning Up Windows Workloads

The following are instructions for cleaning up Windows workloads by component and use case.

Component Use Case Removal Instructions

File-based Transfer  All Migrations Atroot level for each volume migrated, remove all files named
Component PlateSpinCatalog*.dat

Workload discovery  All migrations 1. Inthe Servers view, undiscover the source (right-click,
software then select Undiscover).

2. In the source workload’'s Windows directory:
+ Remove all files named machinediscovery*.

+ Remove the subdirectory named platespin.
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Component

Use Case Removal Instructions

Controller software

All migrations 1. Inthe Servers view, undiscover the source (right-click,
then select Undiscover).

2. Open a command prompt and change the current
directory to:

¢ \Program Files\platespin* (32-hit systems)

¢ \Program Files (x86) \platespin (64-bit
systems)

3. Run the following command:
ofxcontroller.exe /uninstall

4. Remove the platespin* directory

Cleaning Up Linux Workloads

The following are instructions for cleaning up Linux workloads by component and use case.

Component

Use Case Removal Instructions

Controller software

Offline migrations In the source workload’s file system, under /boot, remove the
ofx directory with its contents.

All live migrations + Kill these processes:
¢ pkill -9 ofxcontrollerd
¢ pkill -9 ofxjobexec
+ remove the OFX controller rpm package:
rpm -e ofxcontrollerd

+ In the source workload's file system, remove the /usr/1ib/
ofx directory with its contents.
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Component

Use Case

Removal Instructions

Block-level data
transfer software

All block-level
migrations

1.

Check if the driver is active:

lsmod | grep blkwatch

If the driver is still loaded in memory, the result should contain

a line, similar to the following:

blkwatch 7616 70924 0

(Conditional) If the driver is still loaded, remove it from
memory:

rmmod blkwatch 7616
Remove the driver from the boot sequence:

blkconfig -u

Remove the driver files by deleting the following directory
with its contents:

/lib/modules/ [Kernel Version]/Platespin

Delete the following file:

/etc/blkwatch.conf

LVM snapshots

Block-level
migrations using
LVM snapshots

In the Jobs view, generate a Job Report for the failed job,
then note the name of the snapshot.

Remove the snapshot device by using the following
command:

lvremove shapshot_name
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Reference of Tables

This section provides a list of links to important tables used throughout the documentation
accompanying PlateSpin Migrate version 9.3.

Table

Table 2-3Table 2-3, “PlateSpin Migrate Roles and Permission Details,” on page 26

Table 2-4, “Network Communication Prerequisites for Discovery Operations,” on page 28
Table 2-5, “Network Communication Prerequisites for Workload Portability,” on page 29
Table 1-2, “PlateSpin Migrate Workload Migration Tasks,” on page 12

Table 1-3, “Supported Microsoft Windows Workloads,” on page 14

Table 1-4, “Supported Linux Workloads,” on page 14

Table 1-5, “Supported Target Virtualization Platforms,” on page 15

Table 3-1, “Machine-Specific Icons in the Servers View,” on page 46

Reference of Tables
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D.1

Documentation Updates

This section contains information on documentation content changes that were made in this User
Guide after the initial release of NetIQ PlateSpin Migrate 9.3. The changes are listed according to the
date they were published.

The documentation for this product is provided on the Web in two formats: HTML and PDF. The
HTML and PDF documentation are both kept up-to-date with the changes listed in this section.

If you need to know whether a copy of the PDF documentation that you are using is the most recent,
the PDF document includes a publication date on the title page.

The documentation was updated on the following dates:

¢ Section D.1, “April 4, 2014,” on page 153

April 4, 2014

Updates were made to the following sections:

Location Update

“Advanced Workload Migration Notes” on The subsection titled Migrating Windows Clusters has been
page 85. removed from this section.

PlateSpin Migrate does not support the migration of a Microsoft
Windows Cluster’s business services in this release.
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Glossary

Auto-Discovery. See Network Discovery.

Block-Based Transfer Component. A PlateSpin Migrate software component, dynamically installed
on source workloads to facilitate volume data transfer at the block level. Compare with VSS Block-
based Transfer Component; see also File-based Transfer Component.

Capture Image. A PlateSpin Migrate job that captures an image of a workload in PlateSpin Image
format with an optional synchronization schedule for updating incremental changes. See also Deploy
Image.

Controller. See OFX Controller.

Conversion. Any workload portability operation irrespective of target infrastructure or business
purpose (workload-hardware decoupling, virtualization, or volume synchronization). Used
interchangeably with the term Migration throughout product collateral, the user interface, error
messages, and logs.

Copy. A PlateSpin Migrate peer-to-peer migration job that creates a duplicate of a workload, with a
new network identity, on a physical or virtual machine. Compare with Move.

Deploy Image. A PlateSpin Migrate job that converts a PlateSpin Image to a bootable workload on
physical hardware or on a virtual machine. See also Capture Image.

Discover. See Discover Details.

Discover Details. A PlateSpin Migrate job that inventories the details of a supported workload or
target machine in preparation for a migration operation. Compare with Network Discovery.

File-based Transfer Component. A PlateSpin Migrate software component, dynamically installed on
a source workload to facilitate volume data transfer at the file level. See also Block-Based Transfer
Component, VSS Block-based Transfer Component.

PlateSpin Image. (Formerly PlateSpin Flexible Image) One of PlateSpin Migrate’s three fundamental
workload infrastructures along with physical machines and virtualization platforms. A PlateSpin
Image is a static stored copy of the state of a physical or virtual machine (including volume data and
the configuration details of the workload’s hardware profile, operating system, and network
identity), captured at a specific point in time. To make a PlateSpin Image bootable, you convert it to a
workload on physical hardware or a virtualization platform. See also Capture Image, Deploy Image,
and Import Image.

PlateSpin Image Server. A machine on which you have installed the PlateSpin Image Server
software. See PlateSpin Image.

12P. Image-to-physical. A workload portability operation in which the source is a workload’s
PlateSpin Image and the target is a bootable workload on physical hardware.

I2V. Image-to-virtual. A workload portability operation in which the source is a workload’s
PlateSpin Image and the target is a bootable workload on a virtualization platform.

12X. Image-to-anything. A workload portability operation in which the source is a workload’s
PlateSpin Image and the target is a bootable workload either on physical hardware or on a
virtualization platform.
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Image. See PlateSpin Image.
Image server. See PlateSpin Image Server.

Import Image. A PlateSpin Migrate job that creates a PlateSpin Image by using either raw volume
data or third-party volume archives.

Job. A collection of the essential parameters of a workload portability, discovery, removal
(undiscovery), or related operation that you define, save, schedule, execute, and monitor in the
PlateSpin Migrate Client.

Migration. Any peer-to-peer workload portability operation in which a physical or virtual workload
is copied or moved into another physical or virtual infrastructure.

Move. A PlateSpin Migrate peer-to-peer workload migration task that moves a workload to a
physical or virtual machine. Compare with Copy.

Network Discovery. A PlateSpin Migrate feature, based on standard Windows network browsing
functionality, that automatically populates the PlateSpin Migrate Client’s Servers view with the
names of Windows machines in the neighborhood. Compare with Discover Details.

OFX Controller. Operations Framework Controller. Software component that PlateSpin Migrate
installs on source and target machines to enable them to communicate with PlateSpin Server and
with each other.

Offline Migration. A type of migration, during which the source is shut down and booted into a
temporary pre-execution environment to enable communication among the source, the target, and
the PlateSpin Server.

P2I. Physical-to-image. A workload portability operation in which the source is a physical machine
and the target is the workload’s PlateSpin Image.

P2P. Physical-to-physical. A peer-to-peer workload portability operation in which the source is a
physical machine and the target is another physical machine on different hardware.

P2V. Physical-to-virtual. A peer-to-peer workload portability operation in which the source is a
physical machine and the target is virtual machine.

P2X. Physical-to-anything. A workload portability operation in which the source is a physical
machine and the target is another physical machine (P2P migration), a virtual machine (P2V
migration), or a PlateSpin Image (P2I migration).

Peer-to-Peer. A workload portability operation in which both the source and the target are bootable
workloads, either physical or virtual (as opposed to operations in which either the source or the
target is a static PlateSpin Image). P2P, P2V, V2V, and V2P are all peer-to-peer portability operations;
12X and X2I are not.

PlateSpin Migrate Client. The client application you use to interact with the PlateSpin Server,
discover source workloads and targets; set up, execute, and monitor jobs; manage license keys; and
configure the default behavior of the server.

PlateSpin Migrate Network. A named collection of discovered workloads and target machines you
work with at any given time. A parameter of all discovery jobs.

PlateSpin Server. The remote runtime execution engine underlying the PlateSpin Migrate product.
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Prepare for Synchronization. A step in workload synchronization operations where the target is a
virtual machine in a Server Sync job. It automates the configuration and preliminary booting of the
target virtual machine, and registers it as a valid Server Sync target in the PlateSpin Migrate Client’s
user interface. See Server Sync.

Raw Volume Data. A directory of files that constitute a volume suitable for a PlateSpin Image.

Role. One of the three kinds of Windows local user groups that define PlateSpin Migrate users with
specific access permissions: PlateSpin Migrate Administrator, PlateSpin Migrate Power User, and
PlateSpin Migrate Operator.

Semi-Automated Virtualization. A workload virtualization operation in which a workload's target
infrastructure is a virtual machine that is treated by PlateSpin Migrate as a physical machine. Applies
to target virtualization platforms for which PlateSpin Migrate provides limited workload portability
automation. Compare with X2P.

Server. See PlateSpin Server.

Server Sync. A workload portability operation that synchronizes the state of a physical or virtual
workload (Windows or Linux) with the state of another physical or virtual workload of the same OS
profile.

Source. The origin, or the infrastructure of the origin, of a workload portability operation (such as a
physical machine, a virtual machine, or a PlateSpin Image). Compare with Target.

Take Control. 1. See Offline Migration

2. The temporary pre-execution environment into which a Windows or Linux workload is booted
during offline migration.

Target. The outcome, or the infrastructure of the outcome, of a workload portability operation (such
as a physical machine, a virtual machine, or a PlateSpin Image). Compare with Source.

Undiscover. A PlateSpin Migrate job that discards information about a workload from its inventory
and removes any controllers installed. See also Discover Details.

V2I. Virtual-to-image. A workload portability operation in which the source is a virtual machine and
the target is a PlateSpin Image.

V2P. Virtual-to-physical. A peer-to-peer workload portability operation in which the source is a
virtual machine and the target is a physical machine.

V2V. Virtual-to-virtual. A workload portability operation in which both the source and the target are
virtual machines on similar or different virtualization platforms.

V2X. Virtual-to-anything. A workload portability operation in which the source is a virtual machine
and the target is another virtual machine, a physical machine, or a workload’s PlateSpin Image.

VSS Block-based Transfer Component. A PlateSpin Migrate software component, dynamically
installed on Windows source workloads to facilitate volume data transfer at the block level by using
the Microsoft Volume Snapshot Service (VSS). See also Block-Based Transfer Component, File-based
Transfer Component.

Workload. Any physical or virtual instance of a supported operating system, along with its
applications and data.

X2I. Anything-to-image. A workload portability operation in which the target is a workload’s
PlateSpin Image and the source is a physical machine or a virtual machine.
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X2P. Anything-to-physical. A workload portability operation in which the target is a physical
machine and the source is another physical machine, a virtual machine, or a workload’s PlateSpin
Image.

X2V. Anything-to-virtual. A workload portability operation in which the target is a virtual machine
and the source is another virtual machine, a physical machine, or a workload’s PlateSpin Image.
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