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About This Guide

This Orchestration Administration Guide introduces the processes you can use with the Orchestration
functionality of NetIQ Cloud Manager 2.1.2, including the applied use of the Cloud Manager
Orchestration Console and various command line tools. The guide provides an introductory
overview of Cloud Manager Orchestration components and explains how it administers and
manages work on the resources of the data center. The guide is organized as follows:

¢ Chapter 1, “Basic Orchestration Concepts,” on page 11

¢ Chapter 2, “Basic Orchestration Functions,” on page 29

¢ Chapter 3, “Server Discovery and Multicasting,” on page 45

¢ Chapter 4, “Cloud Manager Orchestration and LDAP Authentication,” on page 47

¢ Chapter 5, “Configuring the Orchestration Server to Use an Audit Database,” on page 51

¢ Chapter 6, “Integrating the Orchestration Server with a Sentinel Collector,” on page 63

¢ Chapter 7, “Cloud Manager Orchestration Security,” on page 75

¢ Appendix A, “Determining the Version of an Orchestration Component,” on page 79

¢ Appendix B, “Changing Orchestration Server Default Parameters and Values,” on page 81

¢ Appendix C, “Increasing the Kernel ARP Threshold Value on the Orchestration Server,” on
page 83

¢ Appendix D, “Caching Computed Facts in a Grid with Large Numbers of Resources,” on
page 85

For reference information about the Orchestration Server or the Orchestration Console, see the NetIQ
Cloud Manager Orchestration Console Reference. For information about the Orchestration Command
Line Tools, see NetIQ Cloud Manager 2.1.2 Orchestration Server Command Line Reference.

Intended Audience

This information is intended for anyone who is assigned the Cloud Administrator role for a NetIQ
Cloud Manager system. Consumers of this information should be experienced Linux and Windows
system administrators who are familiar with virtual machine technology and datacenter operations.

Additional Documentation

For other NetIQ Cloud Manager 2.1.2 documentation, see the NetIQ Cloud Manager 2.x
documentation site (https://www.netiq.com/documentation/cloudmanager2/).
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Formatting Conventions

Cloud Manager product documentation uses consistent formatting conventions to help you
recognize and differentiate items throughout the documentation. The following table summarizes
these conventions.

Convention Use

Italics + Titles or menu items from the user interface
+ Book and CD-ROM titles
+ Variable names and values

+ Emphasized words

Fixed Font ¢ File and folder names
¢+ Commands and code examples
¢ Text you must type

+ Text (output) displayed in the command-line interface

Brackets, such as [value] ¢ Optional parameters of a command
Braces, such as {value} * Required parameters of a command
Logical OR, such as * Exclusive parameters. Choose one parameter.

valuel|value2
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About NetlQ Corporation

NetlQ, an Attachmate business, is a global leader in systems and security management. With more
than 12,000 customers in over 60 countries, NetIQ solutions maximize technology investments and
enable IT process improvements to achieve measurable cost savings. The company’s portfolio
includes award-winning management products for IT Process Automation, Systems Management,
Security Management, Configuration Audit and Control, Enterprise Administration, and Unified
Communications Management. For more information, please visit www.netiq.com.

Contacting Sales Support

For questions about products, pricing, and capabilities, please contact your local partner. If you
cannot contact your partner, please contact our Sales Support team

Worldwide: www.netig.com/about_netig/officelocations.asp
United States and Canada: 888-323-6768

Email: info@netig.com

Web Site: www.netig.com

Contacting Technical Support

For specific product issues, please contact our Technical Support team.

Worldwide: www.nhetig.com/Support/contactinfo.asp
North and South America: 1-713-418-5555

Europe, Middle East, and Africa: +353 (0) 91-782 677

Email: support@netig.com

Web Site: www.netiq.com/support

Contacting Documentation Support

Our goal is to provide documentation that meets your needs. We want to hear your comments and
suggestions about this manual and the other documentation included with this product.

¢ Please use the User Comments feature at the bottom of each page of the online documentation to
provide specific feedback about the content on that page. A documentation representative will
contact you via e-mail with a resolution to the documentation problem within five business
days.

¢ If you have more general suggestions for improvements, please email Documentation-
Feedback@netiq.com. We value your input and look forward to hearing from you.

About NetlQ Corporation
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Contacting the Online User Community

Qmunity, the NetIQ online community, is a collaborative network connecting you to your peers and
NetlQ experts. By providing more immediate information, useful links to helpful resources, and
access to NetlQ experts, Qmunity helps ensure you are mastering the knowledge you need to realize
the full potential of IT investments upon which you rely. For more information, please visit http://
community.netiq.com.
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1.1

111

Basic Orchestration Concepts

This section contains the followings information:

*

*

Section 1.1, “Understanding Cloud Manager Orchestration Architecture,” on page 11

Section 1.2, “Understanding Orchestration Functionality,” on page 21

Understanding Cloud Manager Orchestration Architecture

This section contains information about the following topics:

*

*

*

*

Section 1.1.1, “The Orchestration Server,” on page 11

Section 1.1.2, “The Orchestration Agent,” on page 13

Section 1.1.3, “The Resource Monitor,” on page 14

Section 1.1.4, “The Orchestration Console and Command Line Tools,” on page 14
Section 1.1.5, “Entity Types and Managers,” on page 14

Section 1.1.6, “Jobs,” on page 17

Section 1.1.7, “Constraint-Based Job Scheduling,” on page 21

The Orchestration Server

The NetIQ Cloud Manager Orchestration Server is an advanced datacenter management solution
designed to manage all network resources. It provides the infrastructure that manages group of ten,
one hundred, or thousands of physical or virtual resources.

The Orchestration Server can perform a wide range of distributed processing problems including

high performance computing, and breaking down work, including VM life cycle management, into

jobs that can be processed in parallel through distributed job scheduling.

The following figure shows a high-level perspective of how the Orchestration Server fits into Cloud

Manager architecture.

Basic Orchestration Concepts
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Figure 1-1 Cloud Manager Orchestration Artchitecture
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The Orchestration Server is the gateway between enterprise applications and resource servers. The
server has two primary functions:

¢+ To manage the resource servers

¢ To manage jobs to run on the computing resource

In the first function, the server manages the computing resources by collecting, maintaining, and
updating their status availability, service cost, and other facts. Changes to the computing resources
can be made by the administrator.

The second function of the server is to run remote applications— called jobs—on the computing
resources. The Orchestration Server uses a policy-based broker and scheduler to decide when and
how a job should run on the computing resources. The decisions are based on many controlled
factors, including the number of computing resources, their cost, and a variety of other factors as
specified by the policy constraints set up by the server administrator. The Orchestration Server runs
the job and provides all the job’s output responses back to the user. The server provides failover
capabilities to allow jobs to continue if computing resources and network conditions degrade.

The core strength of the Orchestration Server is the capability to automatically, rapidly, and securely
create and scale heterogeneous virtual environments by using specialized VM provisioning adapter
jobs that discover VMs already existing in various hypervisor environments, such as VMware,
Microsoft Hyper-V, Citrix XenServer, Xen, and KVM. Once the VMs are discovered, they can be
cloned and then provisioned as workloads to suit the business service needs of Cloud Manager users.
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1.1.2

The Orchestration Agent

Agents are installed on all managed resources as part of the product deployment. The agent connects
every managed resource to its configured server and advertises to the Orchestration Server that the
resource is available for tasks. This persistent and auto-reestablishing connection is important
because it provides a message bus for the distribution of work, collection of information about the
resource, per-job messaging, health checks, and resource failover control.

After resources are enabled, Cloud Manager Orchestration can discover, access, and store detailed
abstracted information—called “facts” —about every resource. Managed resources, referred to as
“nodes,” are addressable members of the Orchestration Server “grid” (also sometimes called the
“matrix”). When integrated into the grid, nodes can be deployed, monitored, and managed by the
Orchestration Server, as discussed in Section 1.2, “Understanding Orchestration Functionality,” on
page 21.

An overview of Cloud Manager Orchestration grid architecture is illustrated in the figure below,
much of which is explained in this guide:

Figure 1-2 Cloud Manager Orchestration Grid Architecture
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For additional information about job architecture, see “Job Architecture” in the NetIQ Cloud Manager
2.1.2 Orchestration Developer Reference.
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1.1.3 The Resource Monitor

Cloud Manager Orchestration enables the monitoring of your system computing resources by using
its built-in Resource Monitor.

1.1.4 The Orchestration Console and Command Line Tools

The Orchestration Console and the Orchestration command line tools (sometimes called the
“Orchestration Clients”) let a computing resource administrator troubleshoot, initiate, change, or
shut down server functions for the Orchestration Server and its computing resources. The clients also
monitor all managed computing resource job activity and provide facilities to manage application
jobs. When you install the Clients on a computing resource, you are installing the following tools:

¢ zos command line interface

¢ zosadmin command line interface

¢ Orchestration Console
¢ Java SDK (toolkit)

The Orchestration Console is a graphical user interface running on Java. It provides a way for the
server administrator to troubleshoot and to initiate, change, or shut down the functioning of the
Orchestration Server and its resources. It also functions as a monitor of all Orchestration job activity,
and it provides an interface for managing Orchestration Server jobs. For more information about the
console, see the NetIQ Cloud Manager Orchestration Console Reference.

1.1.5 Entity Types and Managers

The following entities are some of key components of the Orchestration Server model:

¢ “Resources” on page 14

¢ “Users” on page 15

¢ “Job Definitions” on page 15

¢ “Job Instances” on page 15

¢ “Policies” on page 15

¢ “Facts” on page 16

¢ “Constraints” on page 16

¢ “Groups” on page 16

¢ “VM: Hosts, Images, and Instances” on page 17

¢ “Templates” on page 17

Resources

All managed resources, which are called nodes, have an agent with a socket connection to the
Orchestration Server. All resource use is metered, controlled, and audited by the Orchestration
Server. Policies govern the use of resources.

The Orchestration Server allocates resources by reacting as load is increased on a resource. As soon as
we go above a threshold that was set in a policy, a new resource is allocated and consequently the
load on that resource drops to an acceptable rate.
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You can also write and jobs that perform cost accounting to account for the cost of a resource up
through the job hierarchy, periodically, about every 20 seconds. For more information, see “Auditing
and Accounting Jobs” on page 20.

A collection of jobs, all under the same hierarchy, can cooperate with each other so that when one job
offers to give up a resource it is reallocated to another similar priority job. Similarly, when a higher
priority job becomes overloaded and is waiting on a resource, the system “steals” a resource from a
lower priority job, thus increasing load on the low priority job and allocating it to the higher priority
job. This process satisfies the policy, which specifies that a higher priority job must complete at the
expense of a low priority job.

Users

An Orchestration user is an individual who authenticates to the Orchestration Server for the purpose
of managing (that is, running, monitoring, canceling, pausing, stopping, or starting) a deployed job,
or a user who authenticates through the Cloud Manager Web Console or a Cloud Manager mobile
client to manage virtual machines. The Orchestration Server administrator can use the Orchestration
Console to identify users who are running jobs and to monitor the jobs that are currently running or
that have run during the current server session.

Orchestration Server users must authenticate to access the system. Access and use of system
resources are governed by policies. For more information, see “The User Object” in the NetIQ Cloud
Manager Orchestration Console Reference.

Job Definitions

A job definition is described in the embedded enhanced Python script that you create as a job
developer. Each job instance runs a job that is defined by the Job Definition Language (JDL). Job
definitions might also contain usage policies. For more information, see “Job Class” in the NetIQ
Cloud Manager 2.1.2 Orchestration Developer Reference.

Job Instances

Jobs are instantiated at runtime from job definitions that inherit policies from the entire context of the
job (such as users, job definitions, resources, or groups). For more information, see “JobInfo” in the
NetIQ Cloud Manager 2.1.2 Orchestration Developer Reference.

Policies

Policies are XML documents that contain various constraints and static fact assignments that govern
how jobs run in the Cloud Manager Orchestration environment.

Policies are used to enforce quotas, job queuing, resource restrictions, permissions, and other job
parameters. Policies can be associated with any Orchestration Server object. For more information,
see Section 1.2.4, “Policy-Based Management,” on page 26 and “Policies” in the NetIQ Cloud Manager
2.1.2 Orchestration Developer Reference.
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Facts

Facts represent the state of any object in the Orchestration Server grid. They can be discovered
through a job or they can be explicitly set.

Facts control the behavior a job (or joblet) when it’s executing. Facts also detect and return
information about that job in various Uls and server functions. For example, a job description that is
set through its policy and has a specified value might do absolutely nothing except return
immediately after network latency.

The XML fact element defines a fact to be stored in the Grid object’s fact namespace. The name, type
and value of the fact are specified as attributes. For list or array fact types, the element tag defines list
or array members. For dictionary fact types, the dict tag defines dictionary members.

Facts can also be created and modified in JDL and in the Java Client SDK. For more information, see
“Using Facts in Job Scripts” in the “Job Development Concepts” section of the NetIQ Cloud Manager
2.1.2 Orchestration Developer Reference.

There are three basic types of facts:

¢ Static: Facts that require you to set a value. For example, in a policy, you might set a value to be
False. Static facts can be modified through policies.

¢ Dynamic: Facts produced by the Orchestration Server system itself. Policies cannot override
dynamic facts. They are read only and their value is determined by the Orchestration Server
itself.

¢ Computed: Facts derived from a value, like that generated from the cell of a spreadsheet.
Computed facts have some kind of logic behind them which derive their values. For more
information, see “Computed Facts” in the NetIQ Cloud Manager 2.1.2 Orchestration Developer
Reference.

See the example, /opt/novell/zenworks/zos/server/examples/allTypes.policy. Thisexample
policy has an XML representation for all the fact types. For a comprehensive list of facts and fact
junctions used in Cloud Manager Orchestration, see “Grid Object Facts and Fact Junctions” in the
NetIQ Cloud Manager 2.1.2 Orchestration Developer Reference.

Constraints

The constraint element of a policy can define the selection and allocation of Grid objects (such as
resources) in a job. The required type attribute of a constraint defines the selection of the resource

type.

For example, in order for the Orchestration Server to choose resources for a job, it uses a “resource”
constraint type. A resource constraint consists of Boolean logic that executes against facts in the
system. Based upon this evaluation, the Orchestration Server considers only resources that match the
criteria that have been defined in constraints.

For more information about the types of constraints and how they are applied in jobs, see “The Role
of Policy Constraints in Job Operation” in the “Job Development Concepts” section of the NetIQ
Cloud Manager 2.1.2 Orchestration Developer Reference.

Groups

Resources, users, job definitions and virtual machines (VM) are managed in groups with group
policies that are inherited by members of the group.
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1.1.6

VM: Hosts, Images, and Instances

A virtual machine host is a resource that is able to run guest operating systems. Attributes (facts)
associated with the VM host control its limitations and functionality within the Orchestration Server.
A VM image is a resource image that can be cloned and/or provisioned. A VM instance represents a
running copy of a VM image.

Templates

Templates are images that are meant to be cloned (copied) prior to provisioning the new copy.

Jobs

The Orchestration Server manages all nodes by administering jobs (and the functional control of jobs
at the resource level by using joblets), which control the properties (facts) associated with every
resource. In other words, jobs are units of functionality that dispatch data center tasks to resources on
the network such as management, migration, monitoring, load balancing, etc.

The Orchestration Server provides a unique job development, debugging, and deployment
environment that expands with the demands of growing data centers.

As ajob developer, your task is to develop jobs to perform a wide array of work that can be deployed
and managed by the Orchestration Server.

Jobs, which run on the Orchestration Server, can provide functions within the Orchestration
environment that might last from seconds to months. Job and joblet code exist in the same script file
and are identified by the . jdl extension. The . jdl script contains only one job definition and zero or
more joblet definitions. A .jd1l script can have only one Job subclass. As for naming conventions, the
Job subclass name does not have to match the .jd1 filename; however, the .§d1 filename is the
defined job name, so the .jdl filename must match the .job filename that contains the . jd1l script.
For example, the job files (demoIterator.jdl and demoIterator.policy) included in the
demoIterator example job are packaged into the archive file named demoIterator.job, so in this
case, the name of the job is demoIterator.

A job file also might have policies associated with it to define and control the job’s behavior and to
define certain constraints to restrict its execution. A . jdl script that is accompanied by a policy file is
typically packaged in a job archive file (. job). Because a . job file is physically equivalent to a Java
archive file (. jar), you can use the JDK JAR tool to create the job archive.

Multiple job archives can be delivered as a management pack in a service archive file (SAR) identified
with the .sar extension. Typically, a group of related files are delivered this way. For example, the
Xen30 management pack is a SAR.

As shown in the following illustration, jobs include all of the code, policy, and data elements
necessary to execute specific, predetermined tasks administered either through the Cloud Manager
Orchestration Console, or from the zos command line tool.
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Figure 1-3 Components of a Job (my . job,)
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Because each job has specific, predefined elements, jobs can be scripted and delivered to any agent,
which ultimately can lead to automating almost any datacenter task. Jobs provide the following
functionality:

¢ “Controlling Process Flow” on page 18

¢ “Parallel Processing” on page 18

¢ “Managing the Cluster Life Cycle” on page 19

¢ “Discovery Jobs” on page 19

¢ “System Jobs” on page 19

¢ “Provisioning Jobs” on page 20

¢ “Auditing and Accounting Jobs” on page 20

For more information, see “Job Development Concepts” in the NetIQ Cloud Manager 2.1.2
Orchestration Developer Reference and the following JDL job class definitions in the same guide:

* ll]'obll
+ “JobInfo”

Controlling Process Flow

Jobs can written to control all operations and processes of managed resources. Through jobs, the
Orchestration Server manages resources to perform work. Automated jobs (written in JDL), are
broken down into joblets, which are distributed among multiple resources.

Parallel Processing

By managing many small joblets, the Orchestration Server can enhance system performance and
maximize resource use.
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Managing the Cluster Life Cycle

Jobs can detect demand and monitor health of system resources, then modify clusters automatically
to maximize system performance and provide failover services.

Discovery Jobs

Some jobs provide inspection of resources to more effectively management assets. These jobs enable
all agents to periodically report basic resource facts and performance metrics. In essence, these
metrics are stored as facts consisting of a key word and typed-value pairs like the following example:

resource.loadaverage=4.563, type=float

Jobs can poll resources and automatically trigger other jobs if resource performance values reach
certain levels.

The system job scheduler is used to run resource discovery jobs to augment resource facts as
demands change on resources. This can be done on a routine, scheduled basis or whenever new
resources are provisioned, new software is installed, bandwidth changes occur, OS patches are
deployed, or other events occur that might impact the system.

Consequently, resource facts form a capabilities database for the entire system. Jobs can be written
that apply constraints to facts in policies, thus providing very granular control of all resources as
required. All active resources are searchable and records are retained for all off-line resources.

The following osInfo.job example shows how a job sets operating system facts for specific
resources:

resource.cpu.mhz (integer) e.g., "800" (in Mhz)
resource.cpy.vendor (string) e.g. "GenuineIntel"
resource.cpu.model (string) e.g. "Pentium III"
resource.cpu.family (string) e.g. "i686"

osInfo.job is packaged as a single cross-platform job and includes the Python-based JDL and a
policy to set the timeout. It is run each time a new resource appears and once every 24 hours to
ensure validity of the resources. For a more detailed review of this example, see “osInfo.job” in “Job
Development Concepts” in the NetIQ Cloud Manager 2.1.2 Orchestration Developer Reference.

System Jobs

Jobs can be scheduled to periodically trigger specific system resources based on specific time
constraints or events. As shown in the following figure, the Orchestration Server provides a built-in
job scheduler that enables you or system administrators to flexibly deploy and run jobs.
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Figure 1-4 The Job Scheduler
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For more information, see “How Constraints Are Used” in “Job Development Concepts” in the NetIQ
Cloud Manager 2.1.2 Orchestration Developer Reference and “The Orchestration Server Job Scheduler” in
the NetIQ Cloud Manager Orchestration Console Reference. See also “Job Scheduling” and “Job” in the
NetIQ Cloud Manager 2.1.2 Orchestration Developer Reference.

Provisioning Jobs

Jobs also drive provisioning for virtual machines (VMs) and physical machines, such as blade
servers. Provisioning adapter jobs for various VM hypervisors are deployed and organized into
appropriate job groups for management convenience.

The provisioning jobs included in the Orchestration Server are used for interacting with VM hosts
and repositories for VM life cycle management and for cloning, moving VMs, and other management
tasks. These jobs are called “provisioning adapters” and are members of the job group called
“provisionAdapters.”

For more information, see the NetIQ Cloud Manager 2.1.2 VM Orchestration Reference and Section 1.2.3,
“Resource Virtualization,” on page 25 of this guide.

Auditing and Accounting Jobs

You can create Cloud Manager Orchestration jobs that perform reporting, auditing, and costing
functions inside your data center. Your jobs can aggregate cost accounting for assigned resources and
perform resource audit trails.
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1.1.7  Constraint-Based Job Scheduling

The Orchestration Server is a “broker” that can distribute jobs to every “partner” agent on the grid.
Based on assigned policies, jobs have priorities and are executed based on the following contexts:

+ User Constraints

*

User Facts

*

Job Constraints
Job Facts

Job Instance

*

*

¢ Resource User Constraints
¢ Resource Facts
¢ Groups
Each object in a job context contains the following elements:

Figure 1-5 Constraint-Based Resource Brokering

<constraint type="resource”> <and>
< gt fact="resource.memory.available” value="2Gh" />
< eq) fact="resource.os.family” value="linux"/>
<gt fact="resource.os .version” value="2.2" />

</and > </constraint>

User Facts

<constraint type="res ource”>
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Resource
Constraints
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resource.os family="linux"
resource.os.version="24"
resource loadaverage="456"

User
Constraints

<constraint type="start™>
<gt fact="grid.time"™

factvalue="env.runtime”/>

</constraint>

Job Instance Facts/
Constraints not shown

For more information, see “Scheduling with Constraints”in the NetIQ Cloud Manager 2.1.2
Orchestration Developer Reference.

1.2 Understanding Orchestration Functionality

¢ Section 1.2.1, “How Do I Interact with the Orchestration Server?,” on page 22
¢ Section 1.2.2, “How Orchestration Components Communicate,” on page 24

¢ Section 1.2.3, “Resource Virtualization,” on page 25
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*

Section 1.2.4, “Policy-Based Management,” on page 26

*

Section 1.2.5, “Grid Object Visualization,” on page 26

*

Section 1.2.6, “Understanding Job Semantics,” on page 27

*

Section 1.2.7, “Distributed Messaging and Failover,” on page 27

1.2.1 How Do I Interact with the Orchestration Server?

Orchestration administrators and users perform their activities by using their own graphical tool or
command line interface tools. In general, the same functions are available in either the graphical or
the command line tools. The toolset is summarized in the chart below.
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Table 1-1 Summary of the Orchestration Toolset

Role Tool Type

Description

Common Function

Orchestration Graphical
Administrator Interface

The Orchestration Console

Command
Line
Interface

Sample command line for help:

zosadmin command --help

Stops or starts the
Orchestration Server(s)

Deploys jobs.

Manages Group and
Policy associations.

Monitors jobs.

Helps troubleshoot jobs/
policies.

Monitors computing
resource usage.

Creates and manages
user accounts.

Graphical
Interface

The Cloud Manager Web Console or a
Cloud Manager Mobile Client

Discovers host servers
in the Orchestration grid

Discovers existing VMs

Creates, edits, installs,
and deletes VMs

Manages VM
repositories

Stops, starts, pauses, or
suspends VMs

Migrates or moves VMs

Installs the Orchestration
Agent on VMs

Creates and clones VM
templates

Provides group
management of VMs,
host servers, storage
locations, and templates

Resyncs state of VMs
and hosts with
Orchestration Server

Provides access to VM
and Host consoles

Shows details of VM and
host configurations

Provides error log and
progress views
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Role Tool Type Description Common Function

Orchestration Command  Sample command line for help: + Displays deployed jobs.

User Line

Interface zos command --help ¢ Displays available

computing resources.
* Runs jobs.
* Monitors running jobs.

+ Manages the user’s own
jobs. That is, a user can
cancel, pause, restart,
and change job priority.

Other functions can also be performed by using either the graphical or command line tools. To help
you understand how these tools can be used, you can find more information in the following
sections:

¢ The NetIQ Cloud Manager Orchestration Console Reference

¢ “The zosadmin Command Line Tool” and “The zos Command Line Tool” in the NetIQ Cloud
Manager 2.1.2 Orchestration Server Command Line Reference.

1.2.2  How Orchestration Components Communicate

The following diagram illustrates how the various components of Cloud Manager Orchestration
communicate with the Orchestration Server. An explanation for each communication link follows the
diagram.
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Figure 1-6 Communication Ports Used By the Orchestration Server
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1. Administrators who want more information about Cloud Manager Orchestration and a method
to access or install additional clients or agents can access the Administrator Information page. To
do so, open a Web browser and enter the URL to the Orchestration Server, followed by the port
designated for the Web Info page during installation. In a basic installation of Orchestration, the
default is port 8001. The URL would therefore be entered as follows:

http://DNS Name or IP Address:8001

2. The Orchestration Server establishes and maintains contact with an installed Orchestration
Agent on a computing resource through port 8100, using a custom protocol.

3. When a user invokes the zos command line interface (available after Orchestration clients are
installed on a machine), or when using the Java toolkit SDK, those client tools communicate with
the Orchestration Server over ports 8100 and 8101.

4. When the administrator invokes the zosadmin command line interface (available after
Orchestration clients — including the Orchestration Console — are installed on a machine), or
when using the Orchestration Console, those client tools communicate with the Orchestration
Server over port 1099, which uses a Java RMI (Remote Method Invocation) protocol.

1.2.3 Resource Virtualization

Host machines or test targets managed by the Orchestration Server form nodes on the grid. All
resources are virtualized for access by maintaining a capabilities database containing extensive
information (facts) for each managed resource.

This information is automatically polled and obtained from each resource periodically or when it
first comes online. The extent of the resource information the system can gather is customizable and
highly extensible, controlled by the jobs you create and deploy.
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1.2.4  Policy-Based Management

Policies are aggregations of facts and constraints that are used to enforce quotas, job queuing,
resource restrictions, permissions, and other user and resource functions. Policies can be set on all
objects and are inherited, which facilitates implementation within related resources.

Facts, which might be static, dynamic or computed for complex logic, are used when jobs or test
scenarios require resources in order to select a resource that exactly matches the requirements of the
test, and to control the access and assignment of resources to particular jobs, users, projects, etc.
through policies.This abstraction keeps the infrastructure fluid and allows for easy resource
substitution.

Of course, direct named access is also possible. An example of a policy that constrains the selection of
a resource for a particular job or test is shown in the sample below. Although resource constraints can
be applied at the policy level, they can also be described by the job itself or even dynamically
composed at runtime.

<policy>
<constraint type="resource">
<and>
<eq fact="resource.os.family" value="Linux"/>
<gt fact="resource.os.version" value="2.2" />
<and>
</constraints>
</policy>

An example of a policy that constrains the start of a job or test because too many tests are already in
progress is shown in the following sample:

<policy>

<!-- Constrains the job to limit the number of running jobs to a
defined value but exempt certain users from this limit. All jobs
that attempt to exceed the limit are qued until the running jobs
count decreases and the constraint passes. -->

<constraint type="start" reason="Too busy">
<or>
<1t fact="job.instances.active" value="5"/>
<eq fact="user.name" value="canary" />
</or>
</constraint>
</policy>

For more information about policies and constraints, see “Policies” in the “Job Development
Concepts” section of the NetIQ Cloud Manager 2.1.2 Orchestration Developer Reference.

1.25 Grid Object Visualization

One of the greatest strengths of the Cloud Manager Orchestration solution is the ability to manage
and visualize the entire grid. This is performed through the Cloud Manager Orchestration Console
and the Cloud Manager VM Monitoring System.

The desktop Orchestration Console is a Java application that has broad platform support and
provides job, resource, and user views of activity as well as access to the historical audit database
system, cost accounting, and other graphing features.

The Orchestration Console also applies policies that govern the use of shared infrastructure or simply
create logical grouping of nodes on the grid. For more information about the console, see the NetIQ
Cloud Manager Orchestration Console Reference.
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1.2.6  Understanding Job Semantics

As mentioned earlier, the Orchestration Server runs jobs. A job is a container that can encapsulate
several components including the Python-based logic for controlling the job life cycle (such as a test)
through logic that accompanies any remote activity, task-related resources such as configuration files,
binaries and any policies that should be associated with the job, as illustrated below.

Figure 1-7  Components of a Job
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Workflows

Jobs can also invoke other jobs, creating hierarchies. Because of the communication between the job
client (either a user/user client application or another job) it is easy to create complex workflows
composed of discrete and separately versioned components.

When a job is executed and an instance is created, the class that extends job is run on the server and
as that logic requests resources, the class(es) that extend the joblet are automatically shipped to the
requested resource to manage the remote task. The communication mechanism between these
distributed components manifests itself as event method calls on the corresponding piece.

For more information, see “Workflow Job Example” in “Job Examples”, and “Job State Transition
Events”, or “Communicating Through Job Events” in “Job Architecture” in the NetIQ Cloud Manager
2.1.2 Orchestration Developer Reference.

1.2.7  Distributed Messaging and Failover

A job has control over all aspects of its failover semantics, which can be specified separately for
conditions such as the loss of a resource, failure of an individual joblet, or joblet timeout.

The failover/health check mechanisms leverage the same communications mechanism that is
available to job and joblet logic. Specifically, when a job is started and resources are employed, a
message interface is established among all the components as shown in Figure 1-8 on page 28.
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Optionally, a communication channel can also be kept open to the initiating client. This client
communication channel can be closed and reopened later based on jobid. Messages can be sent with
the command

sendEvent (foo_event, params, ...)
and received at the other end as a method invocation
def foo event (self, params)

If a job allows it, a failure in any joblet causes the Orchestration Server to automatically find an
alternative resource, copy over the joblet JDL code, and reestablish the communication connection. A
job also can listen for such conditions simply by defining a method for one of the internally generated
events, such as def joblet_failure_event...).

Such failover allows, for example, for a large set of regression tests to be run (perhaps in parallel) and
for a resource to die in the middle of the tests without the test run being rendered invalid. The figure
below shows how job logic is distributed and failover achieved:

Figure 1-8 A Job in Action
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2.1

Basic Orchestration Functions

After you install and configure the basic components of the NetlQ Cloud Manager Orchestration
components, (that is, the Orchestration Server, the Orchestration Agent, and the Orchestration
Clients, including the Orchestration Console), you will want to see them at work. The information in
this section is organized sequentially (that is, in a “walkthrough” scenario) so that you can follow the
process an administrator might use to begin applying Cloud Manager Orchestration capabilities in a
production environment.

¢ Section 2.1, “Observing Discovery Jobs,” on page 29

¢ Section 2.2, “Deploying a Sample Job,” on page 31

¢ Section 2.3, “Creating a User Account,” on page 33

¢ Section 2.4, “Running a Sample Job,” on page 37

¢ Section 2.5, “Looking at the Job After It Has Run,” on page 38

¢ Section 2.6, “Using the zosadmin Command to Gather Information,” on page 40

¢ Section 2.7, “Stopping and Starting Orchestration Components,” on page 41
The first three subsections listed above are basic tasks you need to perform to make the Orchestration

system perform at a basic level. The other sections include information to help you understand how
Cloud Manager Orchestration can work in your production environment.

Observing Discovery Jobs

When you created a resource account for the first time, you might have noticed the status window of
the Resource object change colors (see Step 2 in “Automatically Registering a Resource” in the NetIQ
Cloud Manager 2.1.2 Orchestration Installation Guide) from blue to green. You might also notice new
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jobs displayed as objects in the Explorer panel. What you are observing are the “discovery” jobs that
are shipped with the Orchestration Server (different discovery jobs are shipped with the
Orchestration Server, depending on which management pack you license).

To understand the reason why these jobs run:

1 In the Orchestration Console, click Scheduler to open the Job Schedule view in the workspace.

File Edit Wiew Actions Prowision Server iindows Help
e 8 a8 8.5 @
Jobs Resources Users | WM Hosts  Prowizsioner | Scheduler
[ Explorer T Poicy | |
|5 Orchestrate Servers Count: 12
¢ [ 1szen4_gric R & schedule Name|_job Name | Friorit User ID: Status Last joh ID_|_Last Job Status Cony
o [ Server Admin ™ clusteragent  |[€83 cluster... | medium O system | Disabl Mot fired yet =
o @ Jobs (4) ™ cpuinto £33 couinta [ nigh O system lE Enahilad WOt fired yet | etk
oy al ™ esxvneserve. . €83 esivnc . [ medium O systern |0 Disabl Mot fired yet ] Delete
@ provisionAdapters B ™ esysarverDis_ | £33 esxSer | medium 0 systerm | B> Enabled Mot fired vet H
o G systemandDiscovary B ™ finciapps €23 findlapps | high O system |B> Enabled ot fired yet
o & veenerProvisionAdaptars ™ hypervDisco .. €53 hyperv. . |medium O system |B> Enabled ot fired yet Enable
o B Resources = oy ey A Fmpra . ” =l
o B9 Reposiories
V@Usars Schedule Name an‘ ‘ | Userl ‘ ‘ Prinmyl | ‘
o [ Folicies
< & Public JDL Libraries Descrigtion | |
o & Computed Facis
o & Events ‘ Matching Resources. | ‘ Test schedule Now |
- & Meics Triggers | Job Argurments | User Environment | Constraints |
o [l tszen5 _Grid
Triggers
& Trigger Name | Last Fire Time I Next Fire Time Description
Chanse Triggers ‘ | Edlit Triggers

In this walkthrough of basic Orchestration Server functionality, you can see that several jobs are
configured to run. If you select one of the jobs, such as cpuInfo, you will see that it was configured
with a trigger called RESOURCE_ONLINE. All of the discovery jobs, like cpuInfo, are configured to
run when the resource is online, that is, when the resource agent has logged into the Orchestration
Server.

The discovery jobs, including provisioning adapter jobs, run basic operations at resource start as a
convenience, to gather data that you or a job developer might need later when creating jobs, or that
the Orchestration system might need as it allocates resources to run jobs. For example, the cpuInfo
job and the osInfo job do some basic probing of the computing node (the machine where the agent is
installed and has a resource account) for later reference.

To verify this, you can view the resource account that you created during the basic installation (as
documented in “Creating a Resource Account” in the NetIQ Cloud Manager 2.1.2 Orchestration
Installation Guide) by selecting its object in the Explorer tree. By default, the Info/Groups page for the
resource opens in the Orchestration Console admin view.
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Figure 2-1 Resource Information Page After Discovery Jobs Run
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If you scroll down on the Info/Groups page, you see that the discovery jobs have gathered basic data
about the processor and operating system of this computing node. If the jobs had not run at resource
start, this information about the resource would not be ready for use.

Now that you have seen a how jobs are run by the Orchestration system on resource start, you can
walk through the process of deploying and running a sample job on your own by proceeding with
Section 2.2, “Deploying a Sample Job,” on page 31.

Deploying a Sample Job

One of the main functions of the Orchestration Server is to run application requests, called jobs, on
grid resources. Because the Orchestration Server is capable of handling multiple application requests,
it uses a policy-based broker and scheduler to decide when and how a job should run on the
resources. These decisions are based on many controlled factors, including the number of resource
nodes, their cost, and a variety of other factors as requested by the application, but managed under
policy constraints set up by the administrator or the job developer.

Developing a job involves the creation of an application executable and a job file. See the NetIQ Cloud
Manager 2.1.2 Orchestration Developer Reference for more information on creating and building jobs by
using the Orchestration Server Job Description Language (JDL) and the job policies.

Before a job can run, the Orchestration Server administrator must deploy it, which involves moving it
from a development state to a state where it is ready and available for users. Only the administrator
has the necessary rights to deploy a job.

There are three methods you can use to deploy a job:

¢ Deploy from the Orchestration Console by right-clicking the Jobs container in the Explorer panel.

¢ Deploy from the Orchestration Console by selecting the Actions menu in the Orchestration
Console.

¢ Deploy from the zosadmin command line (zosadmin deploy path to_job).
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For this walkthrough, we will deploy a simple job developed for Orchestration Server customers to
demonstrate how jobs are deployed and run. Although the walkthrough shows only the first method
for deploying, the other methods are relatively simple, so no further explanation is provided.

1 In the Explorer panel of the Orchestration Console, right-click the Jobs object, then click Deploy
Job to open the Select the Component File to Deploy dialog box.

[- Selectthe Component File to Deploy x|
Look In ||j components |" i IE
3 authProviders [ services
3 entydradpps [ system)ohs
3 events ] vmbeans
3 farilities 3 wehbpps
3 jobs [ wekCaontainers
3 libraries
3 metrics
3 policies

File Mame: | |

Files of Twvpe |Dep|c|\,'ab|e Files i*.job, cjob, jdl, cfact, event, metric, eaf, sar, sched, trig) |"

2 Open the Look In drop-down list, then navigate to the location of the job you want to deploy.

Although a job developer can store Orchestration Server jobs at any location on the network, the
sample jobs shipped with the Orchestration Server are limited to the directories where the
product is installed. For this walkthrough, navigate to the /opt/novell/zenworks/zos/
server/examples directory on the Orchestration Server. If the Orchestration Console is
installed on a Windows machine, the default location is c¢: \Program
Files\Novell\zos\clients\examples.

3 Select whoami . job, then click OK to deploy the job to the Jobs container.

The whoami job appears in the all container and in the examples container in the tree.
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When deployed, the job is sent over the wire to the Orchestration Server with which it is
associated. It is persisted there until undeployed.
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When the job is available, you need to create a user who can run that job. For more information, see
Section 2.3, “Creating a User Account,” on page 33

Creating a User Account

Although the Orchestration Server has some pre-assembled jobs, such as the cpuInfo discovery job
that you learned about earlier, most jobs must be developed by a job developer, then be run and
managed by a user (also called a job manager). Without an authorized individual who can log in to
the Orchestration Server system to manage the use of a job, the product does not realize its potential.

This section of the walkthrough introduces the basics of creating a user account:
¢ Section 2.3.1, “Opening the Users Monitor,” on page 33
¢ Section 2.3.2, “Automatically Registering a User,” on page 34
¢ Section 2.3.3, “Manually Registering a User,” on page 35
¢ Section 2.3.4, “Logging In a User for Manual Registration,” on page 36
¢ Section 2.3.5, “Directory Service Authentication (Optional),” on page 37

Opening the Users Monitor

Now that the Orchestration Server has run discovery jobs and you have deployed a sample job, you
can begin to create user accounts. To do so, open the Orchestration Console and click Users in the
toolbar to open the Users Monitor in the Workspace panel of the Orchestration Console.

Figure 2-2  Users Monitor of the Orchestration Server Console
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In this monitor, you can see the users that are connected to the server and what they are doing in the
grid.

If a user logs in but has not been registered (that is, no account is created for that user), the
authentication to the server is retried every 90 seconds. If this is the case, the User Registration icon

has a “flag up” [#] status, meaning that a user is waiting to register. If the icon has a “flag down” | &
status, either no user accounts have been created or all active users are logged in, so none are waiting
to register.
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You can use the Orchestration Console to register a user automatically (see Section 2.3.2,
“Automatically Registering a User,” on page 34) or to register a user manually (see Section 2.3.3,
“Manually Registering a User,” on page 35). You can also select which users can log in to create
accounts (see “Selecting a Resource for Manual Registration” in the NetIQ Cloud Manager 2.1.2
Orchestration Installation Guide).

The Users Monitor has many features to help you manage users when they are registered, including
the jobs and joblets assigned to individual users. For more detailed information about the Users
Monitor, see the NetIQ Cloud Manager Orchestration Console Reference.

2.3.2 Automatically Registering a User

If your network environment does not require a high level of security (such as in a development and
testing environment) and you want a quick way to create a user account without a password, you can
do so at the Orchestration Console.

1 In the Explorer tree of the Orchestration Console, select the grid object representing the
Orchestration Server to open the Info/Configuration page of the grid object, then select the
Authentication tab to open the Authentication page.

2 In the Users section of the page, select the Auto Register Users check box, then click the Save @
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3 Use the zos command line interface to log in to the server.
3a From a system terminal, enter the following command:
zos login -u user ID

If you are attempting to log in to a machine other than the local host, you can alter the
command to the following:

zos login Orchestration Server name -u user ID

3b When prompted for the user password, press Enter.

3c (Conditional) If you are prompted for a decision regarding whether you want to accept the
server certificate, enter yes.

NOTE: You can assign a password for the user at a later time in the Info/Groups page of the User
Object.

When a user logs out, the User object icon - is dimmed in the Explorer tree or in the admin view of
each User group to which it belongs.
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2.3.3 Manually Registering a User

If you want a higher level of security for authorized users, you can manually create a user account in
the Orchestration Console before the user logs in. When a user is created in the Orchestration Server
Console, that user is ready to run jobs.

To create a new user in the Orchestration Console Explorer tree:

1 In the Explorer tree of the Orchestration Console, right-click Users > click New User to display the
Create a New User dialog box.

Create a new User

Mew User Mame |

2 Specify the name of the new user you want to create in the New User Name field, then click OK.

The user account is created, but is not currently running jobs, as indicated by its objecticon ' in
the Explorer tree or in the admin view of each User group to which it belongs.

To create a new user through the Actions menu:

1 In the Orchestration Console, click Actions > Create User to display an expanded version of the
Create a New User dialog box.

(= Create a new User 5]
I
Mew User Mame
Target Groups Source Groups
@3 all @ administrators
systerm
Caunt 1 Caunt 2

This dialog box includes a method for designating the user as a member of the administrators
user group. In this walkthrough, we will create the user as a member of the all group, which
does not place the user in the administrators group.

2 Specify the new username in the New User Name field, click Create, then click Close.
3 Define the user password.

3a In the Explorer tree of the Orchestration Console, select the new User in the Users object all
group to open its Info/Groups page.

3b In the Info/Groups page, select the collapse/expand icon in the Personal Information section
to open the fields of that section.
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3¢ In the Password field, change the default password, then click the Save [@ icon to display the
Password Confirmation dialog box.

Password Confirmation

Mew Passworg  [remens |

Confirm MNew Password | |

3d In the Confirm New Password field, enter the password you defined previously, click OK,
then click the Save @ icon to save the password.

When a user logs out, the User object icon ' is dimmed in the Explorer tree or in the admin view of
each User group to which it belongs.

2.3.4 Logging In a User for Manual Registration

If you do not select the Auto Register Users check box on the grid object’s Info/Configuration page, you
have the option of explicitly accepting or denying the login attempts of a user, thus preventing that
user from creating an account.

1 Make sure that the Auto Register Users chec